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Code as Content: Open Source Software and Platform Liability
Jessica Cheng[footnoteRef:2]* [2: * New York University School of Law, J.D., 2024; Columbia University, B.S., Computer Science, 2020. Thank you to the professors of the Global Tech Law Seminar, during which I wrote the bulk of this paper: Professor Thomas Streinz for his insight and continued guidance throughout the publishing and editing process, Professor Benedict Kingsbury for his suggestions and encouragement to publish in the first place, and Professor David Stein for his comments regarding the technical aspects of this paper.] 

This paper details the current landscape of the technical, social, and governance systems that allow people to participate in the development of open source software (OSS), using GitHub as a case study. This paper also details the laws in the U.S. and the EU around platform liability for user-generated content. Here, “open source software” refers to software that is freely and publicly available for distribution, editing, and use. OSS platforms such as GitHub must contend with lawmakers’ legislative and regulatory content moderation efforts, yet currently, lawmakers do not adequately consider how their social-media-driven content moderation policies affect OSS, a critical digital infrastructure in our modern world. The typical content that users generate on OSS platforms is vastly different from that on social media platforms: dependent functional code vs. independent user expression. Lawmakers’ lack of distinction between different types of content means they take for granted a crucial initial question: who is best positioned to address harms resulting from user-generated content? Recent content moderation efforts suggest that lawmakers believe that this responsibility is content-agnostic and should fall on platforms, while recent cybersecurity efforts suggest otherwise. Ultimately, this paper calls for the exploration of how changes to content moderation law will impact OSS and urges lawmakers to more fully contemplate OSS in their endeavors.
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[bookmark: _Toc180790097][bookmark: _Toc188103302]Introduction
The digitization and platformization of society mean that more content than ever is instantaneously accessible and people from all corners of the world can communicate and collaborate with one another. However, when that content is false, harassing, or otherwise hateful, these same features become dangerous. 
For example, after former President Trump’s defeat in the 2020 presidential election, an estimated 2,000 of his supporters stormed the Capitol on January 6th, 2021 during a legislative meeting to certify President Biden’s win.[footnoteRef:3] As the riot was ongoing, Trump posted a video to his Facebook and Instagram accounts repeating claims of election fraud.[footnoteRef:4] As police were securing the Capitol, Trump again posted to Facebook urging his supporters to “Remember this day forever!”[footnoteRef:5] In response, Facebook not only removed these posts for violating its Community Standard on Dangerous Individuals and Organizations, but also blocked Trump from posting to Facebook and Instagram until President Biden had been inaugurated.[footnoteRef:6] Another example of content moderation at work involves, perhaps ironically, Elon Musk’s $44 billion acquisition of Twitter/X in 2022, which was largely centered around Musk’s desire to make Twitter a platform for “free speech” and to overhaul (and presumably loosen) its content moderation policies.[footnoteRef:7] Yet, Musk cannot escape content moderation: for example, after AI-generated sexually explicit images of Taylor Swift spread on Twitter/X during the week, on January 28, 2024, Twitter/X blocked users from searching for “Taylor Swift.”[footnoteRef:8]  [3: . 	Ryan Lucas, Where the Jan. 6 Insurrection Investigation Stands, One Year Later, NAT’L PUB. RADIO (Jan. 6, 2022, 5:00 AM), https://www.npr.org/2022/01/06/1070736018/jan-6-anniversary-investigation-cases-defendants-justice [https://perma.cc/3CTJ-2PZL].]  [4: . Former President Trump’s Suspension, META OVERSIGHT BOARD, (May 5, 2021), https://www.oversightboard.com/decision/FB-691QAMHJ [https://perma.cc/5PEU-6WAN].]  [5: . Id.]  [6: . Id.]  [7: . 	Mia Sato, Buying Twitter ‘Is Not a Way to Make Money,’ Says Musk in TED Interview, THE VERGE (Apr. 14, 2022, 11:32 AM), https://www.theverge.com/2022/4/14/23025343/elon-musk-twitter-takeover-ted-talk-quote-stock-buyout [https://perma.cc/8ANS-4U57].]  [8: . 	Luc Cohen, Taylor Swift Searches Blocked on X After Fake Explicit Images Spread, REUTERS (Jan. 29, 2024, 2:15 AM), https://www.reuters.com/technology/taylor-swift-searches-blocked-x-after-fake-explicit-images-spread-2024-01-28/ [https://perma.cc/K5RM-LLYB].] 

These events illustrate society’s growing concerns regarding the spread of false information, harassment, and hate speech on social media platforms. These concerns, in addition to platforms’ lack of transparency about their content moderation decisions, have caused both lawmakers across the globe and platforms themselves to reconsider platform liability and content moderation policies. Platforms are being increasingly called upon to take a more active role in content moderation to mitigate the impact of “bad” content. Their ability to do so is still unclear, especially given the opacity of their content moderation policies.[footnoteRef:9] In the U.S., lawmakers have called for the reform or repeal of Section 230, which generally provides platforms with immunity from user-generated content and allows platforms to engage in good faith efforts to moderate that content.[footnoteRef:10] In Europe, lawmakers have passed the Electronic Commerce Directive and the Digital Services Act, which create a notice-and-takedown regime and tiered reporting and transparency obligations for platforms. [9: . 	Nicolas Suzor, Understanding Content Moderation Systems: New Methods to Understand Internet Governance at Scale, Over Time, and Across Platforms, in COMPUTATIONAL LEGAL STUDIES: THE PROMISE AND CHALLENGE OF DATA-DRIVEN RESEARCH 166, 166–67 (2020).]  [10: . In a way, § 512 of the Digital Millennium Copyright Act also moderates content. Copyright holders may issue takedown requests—perhaps wrongfully, for example if they do not fully consider doctrines like fair use—that can impact the availability of content on platforms. However, since the harm that § 512 addresses is to copyright holders rather than to the public at large, I have chosen not to address it in this paper. Digital Millenium Copyright Act of 1998, 17 U.S.C. § 512 (2010).] 

However, these content moderation measures do not adequately reflect the practical realities of a key element of the digital age: open source software (OSS). Many OSS developers rely on version control hosting platforms to communicate and collaborate with other developers, and as internet platforms, these tools fall within the scope of platform-related content moderation policies. Yet, platforms used by the OSS community have concerns distinct from those of the traditional social media platforms from which content moderation law is derived. These differences arise from the technical systems—particularly version control systems—used to participate in OSS development (discussed in Section I of this paper), the social norms (Section II) and governance (Section III) of the OSS community, and the types of content on these platforms (Section IV). 
When analyzing the way in which current and proposed content moderation laws (Section V) may affect the liability of version control hosting platforms, such as GitHub, it becomes evident that through trying to address traditional content moderation harms, lawmakers threaten OSS innovation. Furthermore, increasing platforms’ liability and obligations for user-generated content, thereby encouraging platforms to more proactively moderate content, will likely have adverse effects (Section VI). Thus, lawmakers must thoroughly consider the OSS community and OSS as critical infrastructural content hosted on platforms when developing intermediary liability and content moderation laws (Conclusion).
I. [bookmark: _Toc180790098][bookmark: _Toc188103303]Technical Background: Open Source and Version Control Systems
As an estimated 96 percent of code bases include OSS components,[footnoteRef:11] it is important to understand the meaning of open source as well as the technologies used to create OSS and participate in the open source community. [11: . 	2024 Open Source Security and Risk Analysis Report, SYNOPSYS 4, https://www.synopsys.com/software-integrity/engage/ossra/rep-ossra-2024-pdf [https://perma.cc/9X38-HLG5].] 

A. [bookmark: _Toc180790099][bookmark: _Toc188103304]Open Source (Software)
Generally, “open source software” is software that is freely and publicly available for distribution, editing, and use. The term “open source” emerged in the software context in the late 1990s,[footnoteRef:12] but the practice of sharing software, and the belief that all would benefit from doing so, has been a part of the culture of computer science since at least the 1960s.[footnoteRef:13] [12: . 	CHRISTOPHER M. KELTY, TWO BITS: THE CULTURAL SIGNIFICANCE OF FREE SOFTWARE 99 (2008).]  [13: . GLYN MOODY, REBEL CODE: LINUX AND THE OPEN SOURCE REVOLUTION 4 (2d prtg. 2009).] 

The “source” part of “open source” refers to source code, the primary product of open source development.[footnoteRef:14] Source code is a set of instructions (“programs”) for a machine to execute.[footnoteRef:15] Source code tends to be written in higher-level (essentially, human-readable) programming languages that can be accessed and modified on text editors.[footnoteRef:16] [14: . 	C. Bradford Biddle, Linux Foundation is Eating the World, 11 J. OPEN L., TECH. & SOC’Y 57, 66 (2019).]  [15: . KELTY, supra note 10, at 122.]  [16: . Id. at 122–23.] 

The “open” part of “open source” is a more amorphous concept but generally has three key characteristics: the free redistribution of software, the accessibility of the source code, and the right to modify and create derivations of the original software.[footnoteRef:17] When source code is made available to the public, users can become developers and make changes to the source code themselves.[footnoteRef:18] Often, the openness of open source development leads to a model of open collaboration, a system of innovation where contributors share the work of creating a product and reveal their results to the public—both contributors and noncontributors—for the public’s use.[footnoteRef:19]  [17: . MOODY, supra note 11, at 168; The Open Source Definition, THE OPEN SOURCE INITIATIVE (Feb. 16, 2024), https://opensource.org/osd/ [https://perma.cc/46YU-FGT8].]  [18: . 	ERIC. S. RAYMOND, THE CATHEDRAL AND THE BAZAAR 27 (rev. ed. 2001).]  [19: . 	Carliss Baldwin & Eric von Hippel, Modeling a Paradigm Shift: From Producer Innovation to User and Open Collaborative Innovation, 22 ORG. SCI. 1399, 1406 (2011); James E. Corbly, The Free Software Alternative: Freeware, Open Source Software, and Libraries, 33 INFO. TECH. & LIBRS. 65, 66 (2014); Sheen S. Levine & Michael J. Prietula, Open Collaboration for Innovation: Principles and Performance, 25 ORG. SCI. 1414, 1416 (2014).] 

For simplicity’s sake, the word “product” throughout this paper refers to the code files that make up a software program. In practice, open source products are not always software programs, and software programs are not exclusively made up of code files (for example, images, datasets in the “Excel spreadsheet” sense, and a variety of other files can be part of a software program).
Because open collaboration tends toward encouraging broad participation and messy development,[footnoteRef:20] a crucial part of coordinating work is managing changes across a large number of potentially geographically diffuse programmers who are all attempting to make changes to the same file or set of files.[footnoteRef:21] One way to do so is through version control systems.[footnoteRef:22] [20: . 	GORDON HAFF, HOW OPEN SOURCE ATE SOFTWARE: UNDERSTAND THE OPEN SOURCE MOVEMENT AND SO MUCH MORE 76 (2d ed. 2021).]  [21: . 	Brian de Alwis & Jonathan Sillito, Why Are Software Projects Moving From Centralized to Decentralized Version Control Systems?, in 2009 ICSE WORKSHOP ON COOP. & HUM. ASPECTS ON SOFTWARE ENG’G 36, 36 (May 2009).]  [22: . Id.] 

B. [bookmark: _Toc180790100][bookmark: _Toc188103305]Version Control Systems: Centralized vs. Distributed
Developers use version control systems (VCSs) to manage their projects, and these systems are the core of most code-hosting platforms, including GitHub. For open source developers, VCSs are an integral tool in monitoring precisely who made what changes. At its simplest, a VCS is a database that keeps track of all changes to files the developer selects for such monitoring.[footnoteRef:23] To do this, VCSs store code files as well as the change history of those files and any associated information, such as who made the changes, the date and time of each change, and a user-written message explaining their changes.[footnoteRef:24] VCSs track changes based on their atomic data unit, “the smallest portion unit of data where any change to a part of this data would constitute the whole unit to be marked as changed.”[footnoteRef:25] For text-based VCSs, the atomic data unit is often one line of a text file.[footnoteRef:26] Thus, if a developer edits a line in a text file, the VCS will record the change between the old and new versions. [23: . 	SCOTT CHACON & BEN STRAUB, PRO GIT 10 (2d ed. 2014).]  [24: . Ali Koc & Abdullah Uz Tansel, A Survey of Version Control Systems, in THE 2D INT’L CONF. ON ENG’G & META-ENG’G: ICEME 2011 1, 1–2 (2011).]  [25: . Id. at 1.]  [26: . Id. at 1–2.] 

If multiple users are working on the same file, the VCS tracks where their changes might conflict with each other. If none of the atomic data units modified by the current user have also been modified by a prior user, the VCS will automatically incorporate the prior changes and allow the current user to “commit” their new changes, which sends those changes to the data set.[footnoteRef:27] However, if any of the atomic data units modified by the current user have also been modified by a prior user, then the current user’s local copy is in a state of “conflict” with the repository.[footnoteRef:28] In this state, the current user will not be able to commit their changes until they manually “resolve” the conflicts by incorporating the committed changes of the prior user into their local copy, along with their own edits and any other necessary changes.[footnoteRef:29] [27: . Id. at 2.]  [28: . Id.]  [29: . Id.] 

Generally, there are two different types of VCSs for collaboration: centralized and decentralized (or distributed).[footnoteRef:30] [30: . STEFAN OTTE, VERSION CONTROL SYSTEMS 1 (2009).] 

Centralized version control systems (CVCSs) have a single “source of truth,” typically a central repository that contains all of the versioned files.[footnoteRef:31] An obvious disadvantage to this structure is that there is a single point of failure: if those files are tampered with or corrupted and there are no backups, the entire project is lost.[footnoteRef:32] Because of the need to maintain the integrity of the source code, CVCSs limit those who can actually commit changes; those without such “write access” cannot directly alter the central repository or gain recognition for their work.[footnoteRef:33] [31: . CHACON & STRAUB, supra note 21, at 11; de Alwis & Sillito, supra note 19, at 37; Nazatul Nurlisa Zolkifli et al., Version Control System: A Review, 135 PROCEDIA COMPUT. SCI. 408, 410 (2018).]  [32: . CHACON & STRAUB, supra note 21, at 12.]  [33: . de Alwis & Sillito, supra note 19, at 37.] 

Due to these and other disadvantages, such as lack of atomic commits and inability to move and rename files, developers moved away from relying on CVCSs in the late 2000s, in favor of distributed version control systems.[footnoteRef:34] [34: . Koc & Tansel, supra note 22, at 4–5.] 

Distributed version control systems (DVCSs) relax the “single source of truth” requirement of CVCSs,[footnoteRef:35] which resolves, or at least mitigates, many disadvantages of CVCSs: [35: .	de Alwis & Sillito, supra note 19, at 37.] 

· There is no longer a single point of failure: if any server dies, any developer’s local repository can be copied onto the failed server to restore it.[footnoteRef:36] [36: . CHACON & STRAUB, supra note 21, at 12.] 

· Each developer can, without restrictions, commit and save their progress to their own local repository, diminishing the politics of granting write access to the central repository.[footnoteRef:37] [37: . de Alwis & Sillito, supra note 19, at 37–38.] 

· It is not required for any one branch to be the “source of truth,” but the development community typically identifies such a main, canonical branch.[footnoteRef:38] This structure encourages “feature development,” which means committing all code changes working toward the development of a new feature into a separate branch rather than the main branch.[footnoteRef:39] [38: . Id. at 37.]  [39: . Id.] 

The distributed nature of DVCSs allows for much more flexibility in how developers can work together.[footnoteRef:40] DVCSs can mimic the centralized workflow of CVCSs, but DVCSs also allow developers to work across multiple repositories. For example, people can contribute to a variety of public repositories, and an “integration manager” can add in changes across those repositories into a central repository.[footnoteRef:41] In practice, teams that use DVCSs have higher quality commits than those that use CVCSs: commits are smaller and focused on the intent of the change, rather than driven by concerns about overwhelming teammates.[footnoteRef:42] [40: . CHACON & STRAUB, supra note 21, at 126.]  [41: . Id. at 126–28.]  [42: . Caius Brindescu et al., How Do Centralized and Distributed Version Control Systems Impact Software Changes?, in ICSE 2014: PROC. 36TH INT’L CONF. SOFTWARE ENG’G 322, 325, 331 (2014).] 

II. [bookmark: _Toc180790101][bookmark: _Toc188103306]Social Dynamics of Open Source Software
Version control systems have become essential to collaboration and developing OSS. The open source community—including the developers, moderators, and users of OSS—has particular demographics and social norms that affect not only how collaborators interact with one another, but also their participation in the community at all. The structure and criticisms of VCS platforms reveal concerns about these platforms that are distinct to open source. However, the demographics and norms of the open source community reflect broader societal concerns, such as race, gender, and sexuality biases, that are also prevalent in user base and interactions of traditional social media platforms. 
A. [bookmark: _Toc180790102][bookmark: _Toc188103307]Version Control System Hosting Platforms: GitHub as a Paradigm
In order to collaborate effectively using VCSs, development groups often prefer to use a “remote repository,” which are versions of the project hosted on the Internet or network that are not any individual user’s machine.[footnoteRef:43] Intermediate, remote repositories allow developers to access the code base even if individual users’ computers are offline.[footnoteRef:44] Today, millions of programmers use Internet-based VCS hosting platforms to manage and collaborate on projects.[footnoteRef:45] [43: 	. CHACON & STRAUB, supra note 21, at 50, 105.]  [44: . 	Id. at 105.]  [45: . See About, GITHUB, https://github.com/about [https://perma.cc/E8HQ-XVNA] (last visited Dec. 23, 2024); see also About GitLab, GITLAB, https://about.gitlab.com/company/ [https://perma.cc/Z3T2-K6Q9] (last visited Feb. 26, 2023); SourceForge, SOURCEFORGE, https://sourceforge.net/about [https://perma.cc/TL44-ET4E] (last visited Feb. 26, 2023).] 

VCS hosting platforms host repositories on their servers; developers can connect to these servers through network connection protocols, such as the Secure Shell protocol (SSH) or the Hypertext Transfer Protocol (HTTP).[footnoteRef:46] Having a platform manage these servers, along with security, support, and other considerations that come with storing code, can be more efficient than each individual project group maintaining their own code and VCS hosting platform.[footnoteRef:47] In addition to the VCS, web-based hosting platforms can provide other functionality that incorporates or builds on the full source code and commit history. Examples include: graphical web interfaces through which users can create, view, and edit code repositories; communication and project management tools like issue tracking, code reviews before merging, and wiki pages; and continuous integration and continuous delivery (CI/CD), which can automatically build and test code whenever changes are committed.[footnoteRef:48] User-friendly graphical web interfaces, in particular, can help increase interest in and use of VCSs, as the typical command-line interface can be difficult for beginners to learn.[footnoteRef:49] [46: .	CHACON & STRAUB, supra note 21, at 105–09.]  [47: .	NADIA EGHBAL, WORKING IN PUBLIC: THE MAKING AND MAINTENANCE OF OPEN SOURCE SOFTWARE 128 (2020).]  [48: . Hosting – Version Control with Git, SOFTWARE CARPENTRY (July 16, 2024), https://swcarpentry.github.io/git-novice/13-hosting.html [https://perma.cc/4JQ7-5YHV].]  [49: 	. EGHBAL, supra note 45, at 28.] 

With over 100 million users and 420 million repositories,[footnoteRef:50] GitHub is arguably the most popular internet-based VCS hosting service. GitHub also claims that 90% of Fortune 100 companies use it as a code hosting and collaboration service,[footnoteRef:51] indicating how GitHub generates revenue. GitHub operates on a freemium business model, offering users basic features for free and charging fees for extra functionality such as additional storage and enhanced security and compliance controls.[footnoteRef:52] Even at the free, basic level, GitHub contains all of the functionality mentioned in the previous paragraph, as well as features that support “social coding,” whereby developers can broadcast their activities—such as code commits, opening issues, etc.—and see the activities of others.[footnoteRef:53] GitHub has pages not only for repositories, but also for user profiles; each user profile contains information about that user’s repositories, recent public activity, the number of other users following them, the number of projects the user is watching, and more.[footnoteRef:54]  [50: . About, GITHUB, supra note 43.]  [51: . Id.]  [52: . Pricing, GITHUB, https://github.com/pricing [https://perma.cc/R2H8-4BSA] (last visited May 15, 2023). This freemium business model is seen not only in VCS hosting platforms, but also in open source projects more generally: while source code is free, premium services that larger enterprises may need—such as support, management tools, and advanced features—come at a cost. See HAFF, supra note 18, at 143–50; MySQL Enterprise Edition, MYSQL, https://www.mysql.com/products/enterprise/ [https://perma.cc/ULX8-VE2M] (last visited Mar. 20, 2023).]  [53: . 	Ferdian Thung et al., Network Structure of Social Coding in GitHub, in 17TH EUR. CONF. ON SOFTWARE MAINT. & REENGINEERING 323, 323 (2013).]  [54: . Id.] 

GitHub makes user activity available that allows developers to draw social inferences about both coding projects as well as individuals.[footnoteRef:55] These inferences inform strategies for collaborating, furthering technical skills, and building their reputations as developers.[footnoteRef:56] GitHub activity feeds affect user perceptions of developer skill, community interest in a project, and contribution opportunities.[footnoteRef:57] When managing projects, developers use activity feeds in project management decisions such as recruiting other users to work on projects, determining the needs of those using their projects, and accepting modifications to their code from outside contributors.[footnoteRef:58] Results from an experiment analyzing this network structure of GitHub suggest that this encouragement of social coding, as well as the platform’s basis in a distributed version control system, enables more collaboration among developers.[footnoteRef:59] [55: . Laura Dabbish et al., Social Coding in GitHub: Transparency and Collaboration in an Open Software Repository, CSCW ‘12: PROC. OF THE ACM 2012 CONF. ON COMPUT. SUPPORTED COOP. WORK 1277, 1278 (2012).]  [56: . Id.]  [57: . Id. at 1280–81.]  [58: . Id. at 1282.]  [59: . Thung et al., supra note 51, at 325.] 

However, not all open source developers use a web-based VCS hosting platform. Similarly to CVCSs, one major disadvantage is that there is a single point of failure. If the platform is subject to a cyber-attack, the development process will be affected. For example, if a distributed denial-of-service (DDoS) attack disrupts the services of the hosting platform, developers will not be able to collaborate and sync changes using the platform.[footnoteRef:60] Bad actors can also use platforms to insert malware into other users’ projects, such as by creating fake repositories, inserting malware, then pushing clones of legitimate repositories back to the platform.[footnoteRef:61] [60: .	See Lily Hay Newman, GitHub Survived the Biggest DDoS Attack Ever Recorded, WIRED (Mar. 1, 2018, 11:01 AM), https://www.wired.com/story/github-ddos-memcached [https://perma.cc/X9QS-R3HK].]  [61: . Tor Beer, Breaking News: How a Massive Malware Attack Almost Occurred on GitHub, LEGIT SECURITY (Aug. 3, 2022), https://www.legitsecurity.com/blog/how-a-massive-widespread-malware-attack-almost-occurred-on-github [https://perma.cc/AUY3-8L68].] 

Hosting code on a particular platform may also conflict with the ideology of open source: if open source is about freeing code, many open source developers want to retain the freedom to publish and collaborate on code anywhere, not just on one platform.[footnoteRef:62] GitHub, in particular, draws ire from open source developers because the platform itself is proprietary and not open source.[footnoteRef:63] These criticisms reveal that VCS hosting platforms must be concerned with not only providing a space for their users to communicate and collaborate, but also with the values of the specific community that relies on the platforms’ services. [62: . EGHBAL, supra note 45, at 27.]  [63: . Id.] 

B. [bookmark: _Toc180790103][bookmark: _Toc188103308]Open Source Developer Demographics
Given that VCS hosting platforms enable social coding, what do these social interactions look like and what are the demographics of the people participating in these social interactions?
While one of open source’s main tenets is openness, the open source community is not as open as one might think. The Linux Foundation’s 2021 Open Source Diversity, Equity, and Inclusion Survey found that, in terms of the community itself, the vast majority of open source contributors are men (82%), with only 14% of respondents identifying as women and 4% as non-binary or another gender.[footnoteRef:64] Within individual projects, a 2015 study analyzing the social diversity of GitHub teams found that gender diversity is lacking, with 75.3% of projects having no gender diversity at all (1% of these projects were all-women projects, while the rest were all-men).[footnoteRef:65] The Linux survey found that “gender is a primary determinant” for exclusion in open source, with “[w]omen and transgender people of any gender [being] far more likely to experience exclusionary behaviors like stereotyping, aggressive language, lack of response to or rejection of contribution, and unwanted sexual comments.”[footnoteRef:66] A 2019 study found that women in computing organizations were often assigned non-coding related tasks—like documentation, data labeling, and manual testing—and excluded from management opportunities.[footnoteRef:67] Another study of GitHub pull requests found that women’s pull requests were accepted more often than men’s (78.7% vs. 74.6%), but when gender was identifiable, the acceptance rate of women’s pull requests dropped to 58%.[footnoteRef:68] This greater likelihood of exclusionary behavior is also seen for minority sexuality groups.[footnoteRef:69] Racial minorities also face exclusion in open source. For example, Latinx, Black, and Indigenous groups are less likely to agree that there is equal opportunity for people from different backgrounds to participate in open source.[footnoteRef:70] [64: . HILARY CARTER & JESSICA GROOPMAN, DIVERSITY, EQUITY, AND INCLUSION IN OPEN SOURCE 12 (2021).]  [65: . Bogdan Vasilescu et al., A Data Set for Social Diversity Studies of GitHub Teams, in 2015 IEEE/ACM 12TH WORKING CONF. ON MINING SOFTWARE REPOSITORIES 514, 516 (2015).]  [66: . CARTER & GROOPMAN, supra note 62, at 12.]  [67: .	Amiangshu Bosu & Kazi Zakia Sultana, Diversity and Inclusion in Open Source Software (OSS) Projects: Where Do We Stand?, in 2019 ACM/IEEE INT’L SYMP. ON EMPIRICAL SOFTWARE ENG’G & MEASUREMENT 295, 297 (2019).]  [68: . Id. at 295.]  [69: .	CARTER & GROOPMAN, supra note 62, at 12.]  [70: . Id.] 

Several non-open-source-related factors affect people’s interactions with one another within open source. The political polarization of social justice issues can exacerbate exclusionary behaviors.[footnoteRef:71] Social media enables harassment at vast scale and speed, which impacts the way in which open source contributors (especially women) assess risk in gaining recognition in open source communities.[footnoteRef:72] The rise of digital networks has also increased tensions with open source and content moderation: although open source communities have always had some form of content moderation, the large number of open source projects and inconsistent terms of moderation across those projects means there is no one “open source standard” for content moderation.[footnoteRef:73] [71: .	Id. at 17–18.]  [72: . 	Id. at 18.]  [73: . Id.] 

Although there are many cultural issues to tackle in open source more broadly, the thousands of open source projects around the world each have their own working environments. Each community sets its own standards, and many communities have adopted codes of conduct to better manage behavioral expectations.[footnoteRef:74] Not all open source projects may suffer from exclusionary behavior. Furthermore, large organizations that participate in and enable open source recognize these cultural problems and are creating initiatives to address these concerns. GitHub, for instance, launched its “All In” program in 2021.[footnoteRef:75] The program aims to “create a more inclusive open source community for developers everywhere” by focusing efforts on lowering barriers to those from underrepresented backgrounds who wish to participate; encouraging maintainers[footnoteRef:76] to support efforts to advance diversity, equity, and inclusion, as maintainers are often responsible for their community’s culture; providing direct financial support to support underrepresented maintainers and projects that serve under-resourced communities; and providing data with which to drive open source inclusion decisions, such as partnering with the Linux Foundation on its aforementioned 2021 survey.[footnoteRef:77] [74: . Id. at 15.]  [75: . See Demetris Cheatham, GitHub All In: Our first student cohort and what’s next, GITHUB BLOG (June 3, 2022), https://github.blog/2022-06-02-github-all-in-our-first-student-cohort-and-whats-next [https://perma.cc/J8VW-D6GV].]  [76: . Maintainers are the primary developers of a project. EGHBAL, supra note 45, at 9.]  [77: . ALL IN, https://allinopensource.org [https://perma.cc/HF4Y-LSCL] (last visited May 14, 2023).] 

C. [bookmark: _Toc180790104][bookmark: _Toc188103309]Social Norms of Open Source
Setting aside demographic issues, how do those participating in open source production interact with one another to create a cohesive piece of software? A characteristic feature of open source production is that each contributor defines their own tasks that must be integrated into a common product.[footnoteRef:78] Each contributor—whether they are contributing code, testing existing code and reporting bugs, writing documentation, etc.—perceives what needs to be done and adjusts their tasks based on the source code and corollary information (such as bug reports, to-do issues, and documentation).[footnoteRef:79] Thus, in order for independent contributors to organize themselves in a decentralized manner, open source projects typically must start with a substantial push of code.[footnoteRef:80] A project may also have standards and guidelines for contributions,[footnoteRef:81] such as standardized protocols for pushing code and formatting guidelines for code, pull requests, and commit messages. [78: . Jochen Gläser, The Social Order of Open Source Software Production, in HANDBOOK OF RSCH. ON OPEN SOURCE SOFTWARE: TECH., ECON., AND SOC. PERSPS. 168, 170–71 (Kirk St. Amant & Brian Still eds., 2007).]  [79: . Id. at 171.]  [80: . Id.]  [81: . Id.] 

Contributions to open source projects are integrated and maintained through two mechanisms: first, there is a peer review procedure where authorized contributors analyze a submission of new changes and decide whether it should be incorporated into the project; second, users of the project are constantly testing the new additions in a variety of contexts, so if problems arise, bugs are reported and addressed, further contributing to the production of the project.[footnoteRef:82] [82: . 	Id. at 172.] 

Because there are a variety of ways to contribute to an open source project, contribution and membership in an open source community are difficult to define externally. What if someone tests code, but finds no bugs and thus has nothing to report? What if someone submits code, but that code is not accepted? Due to these difficulties, individuals often self-select into membership in an open source community: if that individual perceives themselves as a contributor, then they are a member of the project’s community.[footnoteRef:83] A major formal distinction between the contributors to an open source project are maintainers, those who are authorized to change the code and release versions of the software, versus other contributors, those who may propose changes but are not themselves able to directly integrate their changes into the software.[footnoteRef:84] One can also be a passive user of an open source project—someone who observes the production process and downloads and uses the software—without contributing.[footnoteRef:85] It is easy for an individual’s membership in an open source community to change, and it is common for a very small number of members to make a majority of contributions to an open source project.[footnoteRef:86] [83: . Id. at 173.]  [84: . Id.]  [85: . Id.]  [86: . Id.] 

Membership and contribution are not solely by someone’s choice but can also be affected by factors like one’s economic status. There is a disconnect between contributing to an open source project and being compensated for that work, at least financially. Contributors are typically not paid for their work, and even if they are paid for participating in the production process, that payment is generally not tied to a specific contribution.[footnoteRef:87] Instead, contributing to an open source project “rewards” developers with reputational gains in their community.[footnoteRef:88] [87: . Id.]  [88: . Id.] 

III. [bookmark: _Toc180790105][bookmark: _Toc188103310]Organization of Version Control System Hosting Platforms
With this discussion of who is interacting in open source communities and what those interactions can look like, it is helpful to understand how these communities are organized.
A. [bookmark: _Toc180790106][bookmark: _Toc188103311]Types of GitHub Repositories
As previously mentioned, GitHub operates on a freemium model. In the “Free” tier, users have unlimited public and private repositories, though private repositories are limited to three contributors.[footnoteRef:89] When a repository is “public,” it means that anyone can see the code and other files in the repository, clone the repository, and use the code.[footnoteRef:90] Conversely, when a repository is “private,” only those with access are able to see, use, and contribute to the code. Developers often use private repositories when they are working on personal projects (such as a group project for school), on secret projects (such as developing a product for a new software startup), or with proprietary and confidential code (such as developing for a company). Private repositories allow developers to keep projects inaccessible to the broader public while still collaborating with others and tracking their changes with a user-friendly VCS platform.[footnoteRef:91] The “Free” tier also includes automatic security and version updates, a limited amount of CI/CD and software packages storage, issues and project management functionality, and community support forums.[footnoteRef:92] [89: .	SARAH GUTHALS, GITHUB FOR DUMMIES 186 (2d ed. 2023).]  [90: . 	Id. at 17.]  [91: . Id. at 185.]  [92: . Pricing, GITHUB, supra note 50.] 

The “Team” paid tier of GitHub offers everything in the “Free” tier, plus additional features for developers who need more advanced functionality. One important feature of this tier is the ability to enforce restrictions on how code branches are merged, such as by requiring code reviews from certain people, allowing only specified developers to contribute to a particular branch, and requiring a certain number of approvals before code is merged.[footnoteRef:93] This tier also allows collaboration on a pull request before changes get submitted for review, allows documentation to be presented in a wiki format, and provides access to GitHub Support.[footnoteRef:94] [93: . Id.]  [94: . Id.] 

Finally, GitHub “Enterprise” allows companies to use GitHub separate from the rest of GitHub.com. GitHub Enterprise gives employees access to GitHub’s interface and functionality while keeping the company’s code and data secure on the company’s servers such that GitHub users, and even GitHub itself, do not have access to that proprietary code.[footnoteRef:95] GitHub Enterprise offers everything from the Free and Team tiers, as well as advanced security, auditing, and monitoring features, including control over individual user accounts.[footnoteRef:96] [95: .	GUTHALS, supra note 87, at 31, 281.]  [96: .	Pricing, GITHUB, supra note 50.] 

B. [bookmark: _Toc180790107][bookmark: _Toc188103312]Industry Governance of Open Source
The proliferation of open source software—and digital platforms that further encourage social, open source development by publicizing user activity and work product—begs the question: how is all of this managed? While there are social norms in open source communities, within a project, who actually monitors comments, issues, and requests to incorporate changes? Is there always someone who definitively decides what modifications ultimately get added? Are there always standards of development that collaborators must follow?
The answer is that it’s not always clear: a 2018 study of the 25 most starred (essentially, most popular) open source projects on GitHub revealed that around 75% of those projects did not explicitly provide any information about their governance model.[footnoteRef:97] However, there are three governance structures commonly associated with open source projects: “Benevolent Dictator for Life” (BDFL), meritocracy, and consensus (or liberal contribution).[footnoteRef:98] [97: . 	HAFF, supra note 18, at 86–87.]  [98: . 	Id. at 87–89; Leadership and Governance, GITHUB: OPEN SOURCE GUIDES, https://opensource.guide/leadership-and-governance/ [https://perma.cc/6L8C-KD47] (last visited Mar. 20, 2023).] 

Under BDFL, one person (or organization) has final control over major project decisions, such as project direction (and code modifications that will support this direction).[footnoteRef:99] Although most small projects default to BDFL and some major projects are managed under BDFL, such as Python and arguably Linux, it is considered an anti-pattern today.[footnoteRef:100] While BDFL means that there is an unambiguous decisionmaker, it is common for conflicts to arise between the “benevolent dictator” and the community.[footnoteRef:101] [99: . 	HAFF, supra note 18, at 87; Leadership and Governance, GITHUB: OPEN SOURCE GUIDES, supra note 96.]  [100: . 	HAFF, supra note 18, at 87–88; Leadership and Governance, GITHUB: OPEN SOURCE GUIDES, supra note 96.]  [101: . 	HAFF, supra note 18, at 88.] 

Under meritocracy, active contributors who have “earned merit” through submitting high-quality code modification requests are granted direct access to the code repository and, thus, a formal decision-making role.[footnoteRef:102] Decisions are typically made through voting.[footnoteRef:103] [102: . 	Id.; Leadership and Governance, GITHUB: OPEN SOURCE GUIDES, supra note 96 (citing Meritocracy, GEEK FEMINISM WIKI: FANDOM, https://geekfeminism.fandom.com/wiki/Meritocracy [https://perma.cc/6NXU-KM9Q] (last visited Dec. 24, 2024)) (Also note, the term “meritocracy” may carry negative connotations for some communities. Meritocracies tend to promote people with skills who are also outspoken, which tends to disadvantage women.).]  [103: . Leadership and Governance, GITHUB: OPEN SOURCE GUIDES, supra note 96.] 

Under a consensus, the contributors who do the most work—based on current work, rather than historic contributions—are the most influential.[footnoteRef:104] Major project decisions are made through a consensus-seeking process, where stakeholders discuss grievances and as many community perspectives as possible are included in the decision-making process, rather than through pure voting.[footnoteRef:105] In its Minimum Viable Governance model defaults, GitHub itself recommends consensus-based decision-making to open source projects with multiple maintainers.[footnoteRef:106] [104: . 	HAFF, supra note 18, at 89; Leadership and Governance, GITHUB: OPEN SOURCE GUIDES, supra note 96.]  [105: . HAFF, supra note 18, at 89; Leadership and Governance, GITHUB: OPEN SOURCE GUIDES, supra note 96.]  [106: . 	Governance Policy, GITHUB, https://github.com/github/MVG/blob/main/project-docs/GOVERNANCE.md [https://perma.cc/6B3D-4NP2] (last visited Mar. 21, 2023); Justin Colannino, Minimum Viable Governance: Lightweight Community Structure to Grow your FOSS Projects, GITHUB BLOG (July 22, 2021), https://github.blog/2021-07-22-minimum-viable-governance-lightweight-community-structure-foss-projects/ [https://perma.cc/B46F-55LW].] 

In practice, these categories are not always well-defined and can also be used in combination with one another.[footnoteRef:107] [107: . 	HAFF, supra note 18, at 89.] 

IV. [bookmark: _Toc180790108][bookmark: _Toc188103313]A Tale of Two Contents: Code vs. Communication
The governance and social dynamics of open source development make clear that OSS development requires social interactions, and for better or worse, these social interactions can mimic those of society at large. The interactive nature of OSS development is further evidenced by the evolution of VCS hosting platforms to offer more and more features to enable social coding with lower barriers to entry. Due to this progression, it can be difficult to descriptively distinguish these platforms from traditional social media platforms. However, there are key fundamental differences between traditional social media platforms and version control system platforms, such as GitHub. In describing these distinctions, I do not mean to suggest that this section provides perfect or necessarily desirable ways to distinguish between VCS hosting platforms (or other primarily OSS-related platforms) and traditional social media platforms for purposes of crafting content moderation laws or regulations. Nevertheless, the way in which these platforms diverge are notable and worth considering: the two types of platforms contain functional and structural differences and have different primary concerns when monitoring or moderating content.
At their core, traditional social media platforms and version control system platforms contain different types of content that serve different purposes. Although computer software is classified as literary work and is therefore under the purview of the Copyright Act,[footnoteRef:108] the exclusion of useful articles from copyright protection and the process-expression distinction are helpful analogies when thinking about the difference between the content on traditional social media platforms and VCS platforms. The content on traditional social media platforms tends to be expressive, whether it is users’ opinions, articles about current events and other news, or pictures and videos. The content on VCS platforms tends to be code and supporting files, like documentation, tables, and images. Because so much of our lives today rely on software-based products, code is like public infrastructure.[footnoteRef:109] These differences in content type can be seen in the different purposes that traditional social media and VCS platforms serve, how users interact with the content, and the flow of information from content generator to content consumer. Nevertheless, with social coding platforms like GitHub, there are additional community-based communication features that resemble traditional social media platforms, such as news feeds, commenting, and reacting to others’ comments with different expressive emojis. [108: . 	17 U.S.C. §§ 101–102 (2022).]  [109: . EGHBAL, supra note 45, at 146.] 

A. [bookmark: _Toc180790109][bookmark: _Toc188103314]Functional & Structural Differences
The function of traditional social media platforms is typically to provide consumable content, as such.[footnoteRef:110] There is generally a one-way flow of content, from the generator to the consumer. While the consumer may ruminate on the content to which they have been exposed and create new content based on what they have consumed, the original content itself typically is not edited by anyone other than the original creator(s). In this way, each piece of content tends to stand on its own, in relative isolation from others. [110: . Sean Norick Long et al., Why Section 230 Reformers Should Start Paying Attention to Social Code Platforms, GEO. L. TECH. REV. (Nov. 2022), https://georgetownlawtechreview.org/why-section-230-reformers-should-start-paying-attention-to-social-code-platforms/GLTR-11-2022/ [https://perma.cc/4W24-9MTE].] 

This one-way flow of content does not hold for the content on VCS platforms. The function of VCS platforms is to share tools to be used[footnoteRef:111] and to provide a space for users to jointly contribute to the creation of those tools.[footnoteRef:112] Here, the flow of content is more two-way or cyclical between the original content creator(s) and the consumers. If their repository is public, the original content creator pushes their code onto the platform understanding that their code can and may be commented on and edited by others, as is the nature of open source software. Furthermore, the content on version control system platforms is functional: public repositories are often made public with the purpose of being used in other pieces of code. Thus, many code bases on VCS platforms are dependent on each other, as opposed to standalone pieces of content like traditional social media posts. Code may also be incorporated into other products, just as a hardware component may be one small piece in the manufacture of a physical product. [111: . Id.]  [112: . See, e.g., About GitHub and Git, GITHUB, https://docs.github.com/en/get-started/start-your-journey/about-github-and-git [https://perma.cc/9762-FUT7] (last visited Oct. 25, 2024) (stating that storing code on GitHub, a VCS platform, allows developers to collaborate).] 

Analogizing the types of content on each platform to the structure of the platforms themselves, the archetypal content on traditional social media platforms are also “final, user-facing products;” in contrast, the archetypal content on VCS platforms (namely, code) is not typically a final, user-facing product. This difference is true particularly in light of the fact that these web-based platforms would not exist as final, user-facing products without underlying code: code is a product used to build other products, rather than an end-product entirely in and of itself. The primary purpose of VCS hosting platforms is to enable collaborative software creation, rather than to communicate expressive content.[footnoteRef:113] Applied to content moderation practices, decisions by traditional social media platforms affect individual pieces of content while VCS platform decisions may indirectly control content moderation policies of user-facing products that rely on the content on VCS platforms—a kind of “meta-moderation.”[footnoteRef:114] If there are many dependencies on a code repository or a specific user, a VCS platform’s decision to restrict that code repository or that user’s account may impact multiple pieces of content. [113: . 	Abby Vollmer, GitHub’s Developer-First Approach to Content Moderation, GITHUB BLOG (Nov. 17, 2021), https://github.blog/2021-11-17-githubs-developer-first-approach-to-content-moderation [https://perma.cc/59M5-5SUM].]  [114: . 	Christoph Busch, Regulating the Expanding Content Moderation Universe: A European Perspective on Infrastructure Moderation, 27 UCLA J.L. & TECH. 32, 37, 44 (2022).] 

B. [bookmark: _Toc180790110][bookmark: _Toc188103315]Different Core Concerns when Moderating Content
The different types of content on traditional social media versus VCS hosting platforms also inform the harms with which we are concerned—in other words, the harms we envision content moderation to address.
Much of the discourse surrounding content moderation on traditional social media platforms focuses on misinformation, hate speech, and harassment.[footnoteRef:115] I will discuss this more in section VI, but the general concern is as follows: because our world is becoming increasingly digitized and we are increasingly reliant on social media platforms to participate in society, we worry that undesirable content is disseminated too widely, too quickly. To curb this harm, we look to traditional social media platforms to moderate content. If we think that these platforms are not sufficiently protecting the public from misinformation and harassment harms, then we think that increasing platforms’ obligations and/or liability for undesirable content—or removing safe harbors for user-generated content altogether—could be potential solutions. Yet, if platforms moderate content too much and take down user-generated content too often, we worry that speech will be chilled and about the implications of platforms’ takedowns on users’ First Amendment rights.[footnoteRef:116] [115: . 	See Evelyn Douek, Content Moderation as Systems Thinking, 136 HARV. L. REV. 526, 536 (2022); Ashley Johnson & Daniel Castro, Proposals to Reform Section 230, INFO. TECH. & INNOVATION FOUND. (Feb. 22, 2021), https://itif.org/publications/2021/02/22/proposals-reform-section-230 [https://perma.cc/LE4B-VQ4K].]  [116: . There is also a purely political concern stemming from mostly conservative voices, who believe that § 230 allows platforms to moderate content in such a way that discriminates against conservatives. NYU School of Law, Professor Christopher Jon Sprigman Discusses Section 230, YOUTUBE (Feb. 19, 2021), https://youtu.be/cF9PA2_lSgQ [https://perma.cc/ZRM4-8V62].] 

On the other hand, the harms we are concerned with when discussing the content on VCS hosting platforms, and when discussing open source software more generally, tend to be more technical in nature. Intellectual property and licensing issues aside,[footnoteRef:117] open source software has code security risks. Some of these cybersecurity risks include espionage, attacks against infrastructure, and ransomware attacks.[footnoteRef:118] While a benefit of open source software is that more people have eyes on the code and can theoretically spot vulnerabilities more quickly, these same vulnerabilities are also visible to and can be exploited by bad actors.[footnoteRef:119] GitHub itself recognizes this concern, evidenced by their offering of CodeQL, an automated code analysis engine that notifies users of potential security vulnerabilities in their code.[footnoteRef:120] Without sufficient content moderation on VCS platforms, these cybersecurity risks can be deeply problematic, as one repository may be relied upon by millions of people.[footnoteRef:121] However, too much content moderation, especially wrongful restrictions or takedowns of code, may break all of the other projects that rely on the now-restricted content. Thus, it is not only the individual piece of “content” that is impacted, but potentially many other useful software products as well. [117: . Michel Ruffin & Christof Ebert, Using Open Source Software in Product Development: A Primer, 21 IEEE SOFTWARE 82, 84 (2004).]  [118: . National Cybersecurity Strategy, THE WHITE HOUSE, 3 (Mar. 1, 2023), https://www.whitehouse.gov/wp-content/uploads/2023/03/National-Cybersecurity-Strategy-2023.pdf [https://perma.cc/H5BM-3U9C].]  [119: . 	See Shelley McKinley, Don’t Leave Developers Behind in the Section 230 Debate, TECHCRUNCH (Feb. 26, 2023, 8:30 AM), https://techcrunch.com/2023/02/26/dont-leave-developers-behind-in-the-section-230-debate [https://perma.cc/WSL4-BPG8].]  [120: . About CodeQL, GITHUB, https://codeql.github.com/docs/codeql-overview/about-codeql [https://perma.cc/AB6K-RPRB] (last visited May 15, 2023) (CodeQL performs its security checks using variant analysis, which involves “using a known security vulnerability as a seed to find similar problems in your code.”); Brief of Microsoft Corp. as Amicus Curiae in Support of Respondent at 29, Gonzalez v. Google, 598 U.S. 617 (2023) (No. 21-1333); McKinley, supra note 117.]  [121: . 	See EGHBAL, supra note 45, at 95.] 

C. [bookmark: _Toc180790111][bookmark: _Toc188103316]Distinguishing Platforms from Machine Learning Models
It is also worth noting and distinguishing another type of hosting platform related to OSS development that has gained prominence in recent years: machine learning model platforms, or “model marketplaces,” a term coined by Gorwa and Veale in their paper on content moderation governance for AI intermediaries.[footnoteRef:122] While generic software development platforms like GitHub can host machine learning models and their development, model marketplaces, exemplified by Hugging Face, are platforms specifically designed for these purposes.[footnoteRef:123] Model marketplaces differ from generic software development platforms like GitHub in that they contain new features, such as model querying, deployment, and tools for fine-tuning and training existing models.[footnoteRef:124] Machine learning models and datasets are often several gigabytes large; Hugging Face accommodates for this with a hard limit of 50GB per file, around 500 times larger than GitHub’s 100MiB per file.[footnoteRef:125] [122: . Robert Gorwa & Michael Veale, Moderating Model Marketplaces: Platform Governance Puzzles for AI Intermediaries, 16 L., INNOVATION & TECH. 341, 343 (2024).]  [123: . Id. at 344.]  [124: . 	Id. at 344–45; Ben Lutkevich, What is Hugging Face?, TECHTARGET (Sept. 2023), https://www.techtarget.com/whatis/definition/Hugging-Face [https://perma.cc/Q4SW-3D38].]  [125: . Repository Limitations and Recommendations, HUGGING FACE, https://huggingface.co/docs/hub/repositories-recommendations [https://perma.cc/A4BR-ZN5V] (last visited Jan. 10, 2024); About Large Files on GitHub, GITHUB, https://docs.github.com/en/repositories/working-with-files/managing-large-files/about-large-files-on-github [https://perma.cc/V897-546J] (last visited Jan. 10, 2024).] 

Model marketplaces and VCS platforms are similar in that both of these intermediaries facilitate collaborative, open source development of the content they host.[footnoteRef:126] Furthermore, the content they host is functional and dual-use: both machine learning models and code generally are technical, functional products that may be used in harmful ways, even if that was not the intended purpose.[footnoteRef:127] However, the harmful uses of models Gorwa and Veale highlight relate to either traditional content moderation concerns like hateful speech, harassment, misinformation (when a model misreports or hallucinates facts), and otherwise illegal content,[footnoteRef:128] or legal concerns like copyright infringement and the right to privacy.[footnoteRef:129] The other main difference between models and code more generally is that there is far less certainty with models. Although there may be unforeseen uses of a general software product, following lines of code will give a good sense of how that product will behave. The same is not necessarily true of machine learning models, where outputs are much harder to trace and may be unpredictable, especially if the training set is not made available.[footnoteRef:130] [126: . Gorwa & Veale, supra note 120, at 344.]  [127: . Id. at 345–46, 357.]  [128: . Id. at 353–55; Masani Vartak, Six Risks of Generative AI, FORBES (Jun. 29, 2023), https://www.forbes.com/sites/forbestechcouncil/2023/06/29/six-risks-of-generative-ai [https://perma.cc/FJ9D-4T5N].]  [129: . Gorwa & Veale, supra note 120, at 353–55.]  [130: . 	Id. at 354.] 

Because model marketplaces like Hugging Face are intermediaries for a more targeted subset of content than are general software developing platforms like GitHub, the challenges with and innovations in content moderation that Gorwa and Veale note are machine-learning-model-specific. For example, the “bolting-on mitigation features” practice, where model marketplaces can control either the input or output of models through user interfaces and APIs, is possible because these intermediaries deal with one type of product that has an input/output structure.[footnoteRef:131] Otherwise, many content moderation developments in model marketplaces reflect those of general software platforms—which are older, more well-resourced, and more experienced in dealing with dual-use content moderation, like friction and access restraints and open policy development.[footnoteRef:132]  [131: . 	Id. at 384.]  [132: . 	Id. at 379, 386; compare Microsoft Acquires GitHub, MICROSOFT, https://news.microsoft.com/announcement/microsoft-acquires-github [https://perma.cc/MSL9-NMSB] (last visited Oct. 25, 2024) (GitHub is a subsidiary of Microsoft), and Microsoft Corp, GOOGLE FINANCE, https://www.google.com/finance/quote/MSFT:NASDAQ [https://perma.cc/Z689-TCNY] (last visited Jan. 18, 2025) (Microsoft has a market capitalization of $3.19 trillion, as of Jan. 18, 2025), with Kyle Wiggers, Hugging Face Raises $235M from Investors, Including Salesforce and Nvidia, TECHCRUNCH (Aug. 24, 2023, 10:00 AM), https://techcrunch.com/2023/08/24/hugging-face-raises-235m-from-investors-including-salesforce-and-nvidia [https://perma.cc/54P9-TT9Q] (Hugging Face was valued at $4.5 billion in its last funding round).] 

V. [bookmark: _Toc180790112][bookmark: _Toc188103317]Legal Landscape of Content Moderation: § 230 and the DSA
The common governance structures of open source projects are typically user- and community-focused. However, because open source projects are frequently hosted on digital platforms, the recent increased scrutiny of digital platforms more generally (the “techlash”) and lawmakers’ efforts to increase the content moderation obligations of platforms[footnoteRef:133] should raise concerns about the governance of the open source hosting platforms themselves. Particularly in the free speech context, to what extent should concerns with content moderation on traditional social media platforms like Twitter, Facebook, and Instagram translate to open source hosting platforms? [133: . See Joe Mullin, 2021 Was the Year Lawmakers Tried to Regulate Online Speech, ELEC. FRONTIER FOUND. (Dec. 26, 2021), https://www.eff.org/deeplinks/2021/12/2021-was-year-lawmakers-tried-regulate-online-speech [https://perma.cc/TS8D-2CM4]; Aaron Mackey & Joe Mullin, The Battle For Online Speech Moved To U.S. Courts: 2022 in Review, ELEC. FRONTIER FOUND. (Dec. 26, 2022), https://www.eff.org/deeplinks/2022/12/2022-battle-online-speech-moved-us-courts [https://perma.cc/DX98-DTHF].] 

Content moderation and platform liability for user-generated content generally fall into three buckets: unconditional liability shields (§ 230 in the U.S.), notice-and-takedown regimes (the EU’s Electronic Commerce Directive) with additional reporting obligations (the EU’s Digital Services Act), and platform self-regulation. 
When people talk about content moderation on platforms, the paradigm case involves a large social media platform—such as Twitter, Facebook, Instagram, or YouTube—deciding whether to keep up or take down individual pieces of user-uploaded content after a request from other users, the government, third-party advocacy groups, or media outcry.[footnoteRef:134] These decisions are made in accordance with each platform’s own, often incredibly detailed, internal rulebook for distinguishing acceptable content from unacceptable content; a platform’s internal rulebook is different from general, consumer-facing policies and community standards that provide users with posting guidelines.[footnoteRef:135] The platform’s internal content moderation rulebook undergoes iterative, ongoing revisions that attempt to promptly incorporate its users’ norms and expectations.[footnoteRef:136] [134: . See Kate Klonick, The New Governors: The People, Rules, and Processes Governing Online Speech, 131 HARV. L. REV. 1598, 1603–04 (2018); Douek, supra note 113, at 535–36, 553.]  [135: . Klonick, supra note 132, at 1641.]  [136: . 	Id. at 1648–49.] 

Thus, in this paradigm, platforms are the “New Governors” of online speech.[footnoteRef:137] The development of technology and the internet have pushed much expression online, and the digital platforms that created and still control the infrastructure for online expression have a centralized body, an established set of rules, and procedures to judge content using that set of rules.[footnoteRef:138] Platforms self-regulate these rules and procedures to reflect the norms of their user communities.[footnoteRef:139] However, in light of growing frustration with online hate speech, harassment, and misinformation, as well as increased acquiescence to government requests, platforms have come under fire for opaque content moderation policies.[footnoteRef:140] [137: . 	Id. at 1663; Douek, supra note 113, at 537.]  [138: . Klonick, supra note 132, at 1663; Douek, supra note 113, at 537.]  [139: . Klonick, supra note 132, at 1663; Douek, supra note 113, at 537.]  [140: . Klonick, supra note 132, at 1628, 1651, 1657.] 

A. [bookmark: _Toc180790113][bookmark: _Toc188103318]Unconditional Liability Shields: § 230
This tension is interesting because, in the U.S., whether platforms are responsible for mitigating content-related harms and moderating user generated content is governed in large part by Section 230 of the Communications Decency Act of 1996 (§ 230). § 230 immunizes platforms from liability arising from user-generated content.[footnoteRef:141]  [141: . 47 U.S.C. § 230(c)(1); Klonick, supra note 132, at 1604–05. § 230(c)(1) was a reaction to Stratton Oakmont, Inc. v. Prodigy Services Co., where the N.Y. Sup. Ct. held an online hosting site liable as a publisher for its users’ posts because it actively removed posts and had automatic software and guidelines for posting. Stratton Oakmont would have disincentivized internet services from moderating content at all, an outcome that § 230 wanted to prevent.] 

Given the fact that platforms’ decisionmakers have a demonstrated interest in preserving free speech,[footnoteRef:142] why do platforms choose to moderate content? One answer is that these platforms have a sense of corporate social responsibility. Even though platforms would be immunized from liability for their users’ posts, free speech values must be balanced against platforms’ concerns with user safety and harm.[footnoteRef:143] In fact, the desire to remove offensive material online is recognized in § 230’s Good Samaritan provision; this provision does not hold platforms liable for “good faith . . . restrict[ion of] access to or availability of material that the provider or user considers to be obscene, lewd, lascivious, filthy, excessively violent, harassing, or otherwise objectionable, whether or not such material is constitutionally protected.”[footnoteRef:144] [142: . Klonick, supra note 132, at 1625.]  [143: . 	Id. at 1626.]  [144: . 	47 U.S.C. § 230(c)(2); Klonick, supra note 132, at 1605. Thus, both § 230(c)(1) and § 230(c)(2) immunize platforms from liability: one from user-generated content, and the other from moderating that content. These sections reflect the dual purposes of § 230: to ensure free speech by preventing over-removal of content and risk collateral censorship, but also to encourage the creation of safe environments for speech online.] 

It is difficult to believe that only corporate social responsibility drives a platform’s decision to moderate content, though. If platforms are concerned with creating a safe space for their users and protecting their users from harm, it is also because they are economically driven to do so. In order to remain economically viable, these platforms need an active user base generating ad revenue.[footnoteRef:145] Allowing all content, including offensive content, to remain on platforms risks making users uncomfortable and unwilling to use or visit the platform.[footnoteRef:146] Ensuring a safe space for users by reflecting their speech norms and expectations encourages user engagement.[footnoteRef:147] This economic motivation incentivizes platforms to create echo chambers. In order to have the highest user engagement, and therefore the highest revenue, it is in the economic interests of platforms to remove antinormative content and create filtering mechanisms that allow users to see only the content they want to see.[footnoteRef:148] [145: . 	Klonick, supra note 132, at 1627.]  [146: . Id.]  [147: . 	Id. at 1615.]  [148: . 	Id. at 1667.] 

For GitHub, § 230 is integral to providing a platform for social coding. According to GitHub’s Chief Legal Officer Shelley McKinley, GitHub relies on § 230 protection for both hosting user-generated content—i.e., the source code of developers who use GitHub to collaborate—and engaging in good-faith efforts to moderate said content.[footnoteRef:149] McKinley attributes GitHub’s success and growth as a platform to § 230’s intermediary liability protections.[footnoteRef:150] An amicus brief filed in response to the California Court of Appeal ordering Yelp, an intermediary platform, to remove defamatory content uploaded by a user in Hassell v. Bird details the potential effect of losing the broad platform immunity currently provided by § 230: “The forced removal of a single line of code or a comment could fatally disrupt a burgeoning online business or organization, many of which host the entirety of their source code on GitHub.”[footnoteRef:151] [149: . McKinley, supra note 117.]  [150: . Id.]  [151: . Brief for Change.org et al. as Amici Curiae Supporting Appellants at 26, Hassell v. Bird, 5 Cal.5th 522 (2018) (No. S235968).] 

Although the U.S. has not been so quick to alter the existing legal landscape for content moderation on platforms, there have been multiple bills proposed in Congress targeting § 230.[footnoteRef:152] These proposals aim to address perceived problems with platforms’ broad immunizations, such as concerns with the underlying user-generated content, platforms’ economic incentives to create polarizing echo chambers, and platforms’ lack of transparency about their content moderation policies. [152: . Ashley Johnson & Daniel Castro, Proposals to Reform Section 230, INFO. TECH. & INNOVATION FOUND. (Feb. 22, 2021), https://itif.org/publications/2021/02/22/proposals-reform-section-230 [https://perma.cc/LE4B-VQ4K].] 

At the most extreme, the Abandoning Online Censorship Act repeals § 230 altogether.[footnoteRef:153] The Limiting Section 230 Immunity to Good Samaritans Act requires platforms to act “in good faith” to receive § 230 protection.[footnoteRef:154] “[A]ct[ing] in good faith” would not be fulfilled if the platform selectively enforces the terms of service, fails to honor a public or private promise, or any other intentional action taken with fraudulent intent.[footnoteRef:155]  [153: . H.R. 874, 117th Cong. (2021).]  [154: . 	S. 3983, 116th Cong. (2020).]  [155: . Id.] 

The Safeguarding Against Fraud, Exploitation, Threats, Extremism, and Consumer Harms (SAFE TECH) Act excludes from § 230 protection platforms that do not remove content pursuant to a court order and states that § 230 would have no effect on laws concerning civil rights; antitrust; stalking, harassment, or intimidation; international human rights; or wrongful death actions.[footnoteRef:156]  [156: . 	S. 560, 118th Cong. (2023).] 

The Biased Algorithm Deterrence Act of 2019 requires platforms to display content in only chronological order to receive § 230 protections.[footnoteRef:157] The Don’t Push My Buttons Act excludes from § 230 protection platforms that curate content shown to users based on their personal data without their affirmative consent.[footnoteRef:158] The Break Up Big Tech Act of 2020 excludes from § 230 protection platforms that sell advertising that is displayed to users based on user information and behavior without the user opting in.[footnoteRef:159] The Behavioral Advertising Decisions Are Downgrading Services (BAD ADS) Act excludes from § 230 protection platforms that engage in any behavioral advertising.[footnoteRef:160] [157: . 	H.R. 492, 116th Cong. (2019).]  [158: . H.R. 8515, 116th Cong. (2020).]  [159: . H.R. 8922, 116th Cong. (2020).]  [160: . S. 4337, 116th Cong. (2020).] 

The Internet Platform Accountability and Consumer Transparency (Internet PACT) Act calls for § 230 to include additional notice-and-takedown processes and transparency obligations, such as requiring platforms to publish acceptable use policies and biannual transparency reports that include information like the total number of unique monthly visitors to the site, as well as the number of times the platform did and did not respond to flagged content reports (separated into two metrics).[footnoteRef:161] [161: . 	S. 483, 118th Cong. (2023).] 

Interestingly, many of these proposals target substantive content and require platforms to act as interpreters of the law, as opposed to the European approach centered around procedural due diligence. 
B. [bookmark: _Toc180790114][bookmark: _Toc188103319]Notice & Takedown with Reporting Obligations: The EU’s Electronic Commerce Directive & Digital Services Act
In Europe, where government regulation is generally interpreted to protect citizens from excessive private power,[footnoteRef:162] concerns over hate speech, misinformation, and other content proliferated on platforms, as well as platforms’ lack of transparency in their internal content moderation rules have manifested in the Electronic Commerce Directive (e-Commerce Directive) and the Digital Services Act (DSA)’s subsequent revisions. [162: . 	Francis Fukuyama & Andrew Grotto, Comparative Media Regulation in the United States and Europe, in SOCIAL MEDIA AND DEMOCRACY: THE STATE OF THE FIELD AND PROSPECTS FOR REFORM 199, 208 (Nathaniel Persily & Joshua A, Tucker eds., 2020).] 

The e-Commerce Directive aims “to create a legal framework to ensure the free movement of information society services between Member States.”[footnoteRef:163] Towards that end, the Directive establishes minimum requirements regarding the service provider information that must be accessible to consumers and authorities, the nature and content of commercial communications like promotional offers and advertisements, and the information contained in and processes for engaging in online order contracts.[footnoteRef:164] Importantly, the Directive provides liability exemptions for online intermediaries—comprised of mere conduit, caching, and hosting services—if the service provider has “actual knowledge” of illegal activity or information, or if a court or administrative authority has ordered the removal or disablement of information, and “acts expeditiously to remove or to disable access to” such information.[footnoteRef:165] The Directive also explicitly does not impose a “general obligation on providers . . . to monitor the information which they transmit or store, nor a general obligation actively to seek facts or circumstances indicating illegal activity.”[footnoteRef:166] The Directive leaves to Member States the option of obligating intermediaries to inform the relevant public authorities of alleged illegal activity or information.[footnoteRef:167]  [163: . 	Directive 2000/31/EC of the European Parliament and of the Council of 8 June 2000 on certain legal aspects of information society services, in particular electronic commerce, in the Internal Market (‘Directive on electronic commerce’), 2000 O.J. (L 178) 1, 2 [hereinafter e-Commerce Directive].]  [164: . 	Id. at 10–12.]  [165: . Id. at 12–13.]  [166: . Id. at 13.]  [167: . Id.] 

The DSA builds on the e-Commerce Directive, imposing procedural, due diligence requirements on online intermediaries, such as platforms, that target their services to Europeans; these requirements aim to ensure “a safe, predictable and trustworthy online environment.”[footnoteRef:168] The DSA targets the internal processes and designs of online intermediaries, not the substantive content itself.[footnoteRef:169] The DSA also separates due diligence obligations from liability for underlying content: an intermediary is liable for failing to meet its due diligence obligations, even where it is not liable for user-generated content.[footnoteRef:170] [168: . 	Regulation 2022/2065, of the European Parliament and of the Council of 19 October 2022 on a Single Market For Digital Services and amending Directive 2000/31/EC, 2022 O.J. (L 277) 1, 4 [hereinafter DSA]; see also Martin Husovec & Irene Roche Laguna, Overview of the DSA, in PRINCIPLES OF THE DIGITAL SERVICES ACT 19, 19 (2024).]  [169: . 	Husovec & Laguna, supra note 166, at 19.]  [170: . Id.] 

The DSA contains four tiers of cumulative obligations based on the size and reach of the online intermediary: universal obligations that apply to all online intermediaries, including mere conduit, caching, and hosting services; basic obligations that apply to all hosting services, regardless of size; advanced obligations that apply to medium-sized or bigger online platforms, defined as platforms with more than 50 employees or with €10 million turnover or balance sheet; and special obligations that apply to very large online platforms and very large online search engines that reach roughly 10% of the population of the European Union (i.e., 45 million monthly average active users).[footnoteRef:171] Noteworthy due diligence obligations for each tier are listed below. Online intermediaries must: [171: . 	Id. at 22–24. Mere conduit services are those such as internet access providers, Wi-Fi providers, DNS authorities, and messaging applications; caching services are those such as content delivery networks; hosting services are those such as social networks, content-sharing services, trading platforms, forums, cloud services, web-hosting services, and app stores. Id. at 22.] 

Universal: explain in their terms and conditions whether and how they implement content moderation policies (such as internal complaint systems), including whether they use automation, and publish annual transparency reports containing information on the orders from authorities about removing content.[footnoteRef:172] [172: . Id. at 24.] 

Basic: conduct fair content moderation, such as keeping the complaining party informed of the status of their complaint and, if content or accounts have been restricted or demonetized, providing explanations to the affected party.[footnoteRef:173] [173: . Id. at 25.] 

Advanced: operate a free internal complaint process that allows users to appeal the provider’s content moderation decisions; explain the parameters of and how to influence recommendation algorithms; heightened transparency obligations, including semiannual publication of their number of monthly average users, annual publication of internal and external disputes, and submission of content decisions to a central database maintained by the European Commission.[footnoteRef:174] [174: . Id. at 25–28.] 

Special: conduct annual risk reports in connection to use of their services, focusing on illegal conduct,[footnoteRef:175] actual or foreseeable negative effects on fundamental rights[footnoteRef:176] and pre-defined public issues,[footnoteRef:177] and serious negative consequences to users’ physical and mental well-being; provide access to data to supervising authorities and vetted researchers; specify the human resources put into content moderation for the official language of each member state.[footnoteRef:178] [175: . E.g., hate speech, bullying, stalking, unsafe products, etc.]  [176: . 	E.g., freedom of speech, media pluralism, data protection, etc.]  [177: . 	E.g., civic discourse, electoral process, public security, gender-based violence, public health, etc.]  [178: . Husovec & Laguna, supra note 166, at 28–30.] 

Applying these classifications to the case study of this paper, GitHub is a hosting platform that is most likely considered to be a medium-sized or bigger firm.[footnoteRef:179] These designations mean that GitHub must fulfill universal, basic, and advanced reporting obligations under the DSA. As discussed below, GitHub already fulfills many of these reporting obligations in its content moderation policies and transparency reports. GitHub’s general privacy statement contains a more limited disclosure regarding the parameters of and influences for its recommendation algorithms; the general privacy statement provides that GitHub uses personal data and non-essential cookies to make recommendations to its users.[footnoteRef:180] [179: . While GitHub does not make publicly available their number of employees, filtering for current GitHub employees on LinkedIn residing in only Germany—the most populous European Union country—yields 145 results, which already satisfies the “more than 50 employees” requirement to be classified as a medium-sized or bigger firm. See generally GitHub: People, LINKEDIN, https://www.linkedin.com/company/github/people/?facetGeoRegion=101282230 [https://perma.cc/XQD3-XYZS] (last visited Dec. 31, 2024); Facts and figures on the European Union, EUROPEAN UNION, https://european-union.europa.eu/principles-countries-history/facts-and-figures-european-union_en [https://perma.cc/GMT8-FHVQ ] (last visited Dec. 31, 2024). In Q3 of 2023, GitHub reported 15,528,470 developers in the EU, which is insufficient for it to be designated as a very large online platform (VLOP) needing to fulfill special obligations under the DSA. Innovation Graph Developers, GITHUB, https://raw.githubusercontent.com/github/innovationgraph/main/data/developers.csv [https://perma.cc/4WB8-UMVZ] (last visited Feb. 5, 2024).]  [180: . 	GitHub General Privacy Statement, GITHUB, https://docs.github.com/en/site-policy/privacy-policies/github-general-privacy-statement [https://perma.cc/N3TQ-BCDS] (last visited Feb. 5, 2024).] 

C. [bookmark: _Toc180790115][bookmark: _Toc188103320]Self-Regulation by Platforms: GitHub Case Study
Due to the “social coding” enabling features of many VCS hosting platforms, it is not inconceivable that lawmakers would hold them to these approaches to regulating content moderation on online platforms. Before discussing whether these approaches should apply to VCS hosting platforms, it is first helpful to understand how these platforms currently handle content moderation. Again, due to its popularity among developers, GitHub is a useful case study.
GitHub has been releasing annual transparency reports covering the previous year since 2015, increasing the frequency of these reports to biannual in 2021, and creating a Transparency Center in 2023.[footnoteRef:181] In the 2022 transparency report, GitHub was explicit about its policy to limit content removal as much as possible.[footnoteRef:182] GitHub follows the Santa Clara Principles on Transparency and Accountability in Content Moderation as well as the content moderation guidelines set forth in the United Nations Human Rights Council report on the promotion and protection of the right to freedom of opinion and expression (to which GitHub contributed).[footnoteRef:183]  [181: . GitHub Transparency Report, GITHUB BLOG, https://github.blog/tag/github-transparency-report [https://perma.cc/3RA7-HJDK] (last visited Dec. 31, 2024); Margaret Tucker, Introducing the GitHub Transparency Center, GITHUB BLOG (Oct. 31, 2023), https://github.blog/news-insights/policy-news-and-insights/introducing-the-github-transparency-center [https://perma.cc/XRE8-LHMJ]; Transparency Center, GitHub, https://transparencycenter.github.com [https://perma.cc/679X-VZZD] (last visited Dec. 31, 2024).]  [182: . Kevin Xu, 2022 Transparency Report, GITHUB BLOG (Feb. 15, 2023), https://github.blog/2023-02-15-2022-transparency-report [https://perma.cc/XDR4-J8TQ].]  [183: . 	Id.; The Santa Clara Principles on Transparency and Accountability in Content Moderation, https://santaclaraprinciples.org [https://perma.cc/VQL4-HK4K] (last visited Mar. 22, 2023) (the Santa Clara Principles instruct companies to integrate human rights and due process considerations into content moderation, publish clear and precise guidelines informing users of when an action will be taken in a easily accessible place, consider cultural context when making decisions and providing content moderation guidelines and processes in the user’s language, recognize risks of state involvement in content moderation and inform users that a state actor was part of the decision affecting them, actively monitor the quality of the content moderation decisions, publish numbers about pieces of content and accounts actioned, provide notice to users of removed content and why their content has been removed, and allow users to appeal decisions); Human Rights Council, Report of the Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression, U.N. Doc. A/HRC/38/35 (June 4, 2018); GitHub, Submission to study on social media, search, and freedom of expression, U.N. HUMAN RIGHTS OFFICE (Jan. 2018), https://www.ohchr.org/sites/default/files/Documents/Issues/Opinion/ContentRegulation/Github.pdf [https://perma.cc/3QGE-4H8L].] 

Although there is most likely no way to verify whether GitHub has elaborate internal policies that differ significantly from its public-facing ones, GitHub has open sourced its external-facing site policies.[footnoteRef:184] In a commit on February 10, 2022, GitHub updated its Community Guidelines, removing previous language stating that “[GitHub does] not actively monitor the site for offensive content” to more general language about communication conflicts between users along with a link to GitHub’s abuse report page.[footnoteRef:185] This change reflects a recent trend of platforms more actively engaging in content moderation in response to pressure from lawmakers and the public.[footnoteRef:186] Another external-facing site policy is GitHub’s Terms of Service, which states that users cannot violate the platform’s Acceptable Use Policies or Community Guidelines and links users to those pages.[footnoteRef:187] Each individual page details standards and processes GitHub uses when reviewing user content and behavior, with dozens of phrases hyperlinked to additional pages with more information to provide further clarity.[footnoteRef:188] [184: . 	github/site-policy, GITHUB, https://github.com/github/site-policy [https://perma.cc/FVW7-H972] (last visited Mar. 22, 2023).]  [185: . Abby Vollmer, Update github-community-guidelines.md, GITHUB (Feb. 10, 2022), https://github.com/github/site-policy/commit/2ec42316e78240e3003f82047e8a5a45a7361cbe [https://perma.cc/CEQ2-TPPZ].]  [186: . 	Douek, supra note 113, at 531.]  [187: . 	GitHub Terms of Service, GITHUB, https://docs.github.com/en/site-policy/github-terms/github-terms-of-service [https://perma.cc/4L4H-8XXC] (last visited Mar. 22, 2023).]  [188: . 	GitHub Acceptable Use Policies, GITHUB, https://docs.github.com/en/site-policy/acceptable-use-policies/github-acceptable-use-policies [https://perma.cc/7JEW-YBU2] (last visited Mar. 22, 2023); GitHub Community Guidelines, GITHUB, https://docs.github.com/en/site-policy/github-terms/github-community-guidelines [https://perma.cc/67WE-E58X] (last visited Mar. 22, 2023).] 

With regard to legal requests for user information and government requests for content removal, GitHub reported the number of requests received, the number of requests complied with, a categorical breakdown of the requests (by type of legal request and country that initiated the request for removal), as well as number of accounts or projects impacted.[footnoteRef:189] To detect and take down content relating to child sexual exploitation and abuse imagery (CSEAI) and terrorist and violent extremist content (TVEC), GitHub specified that it automates detection using PhotoDNA, followed by human review, with an option for users to appeal a content moderation decision made against them.[footnoteRef:190] The use of this automatic detection is a change to GitHub’s 2018 policy and coincides with the trend of platforms more actively engaging in content moderation. In 2018, GitHub’s policy was to not use automation in content moderation because GitHub did not think it could do so effectively.[footnoteRef:191] The 2022 Transparency Report set forth actions GitHub can take once it has found an abuse-related violation—such as hiding an account from other users while allowing the account owner to retain access, restricting account access, both hiding and restricting access to the account, and disabling individual projects—and broke down the number of abuse-related restrictions and reinstatements over the year by these actions.[footnoteRef:192] [189: . Xu, supra note 180.]  [190: . 	Id; PhotoDNA, MICROSOFT, https://www.microsoft.com/en-us/photodna [https://perma.cc/PS8N-7LZK] (last visited Mar. 22, 2023) (“PhotoDNA creates a unique digital signature (known as a ‘hash’) of an image which is then compared against signatures (hashes) of other photos to find copies of the same image. When matched with a database containing hashes of previously identified illegal images, PhotoDNA is an incredible tool to help detect, disrupt and report the distribution of child exploitation material. PhotoDNA is not facial recognition software and cannot be used to identify a person or object in an image. A PhotoDNA hash is not reversible, and therefore cannot be used to recreate an image.”).]  [191: . 	GitHub, supra note 181, at 7–8.]  [192: . 	Xu, supra note 180.] 

Despite this reporting transparency and openness about its content moderation principles and policies, as in the governance context, GitHub relies on open source project moderators to moderate content within their projects and enforce standards of behavior in their communities.[footnoteRef:193] Thus, it may be possible for content moderation, or at least the initial reporting, to look different from project to project. If the open source project itself does not contain clear content moderation principles, users may still lack transparency into decisions that affect their content and/or access to projects. Not only are maintainers responsible for setting and enforcing standards of behavior, they are also (arguably, chiefly) responsible for code quality and security: maintainers manage which contributions are ultimately incorporated into the project, whether through approving pull requests, prioritizing bug reports, or monitoring other feedback and questions.[footnoteRef:194] Maintainers are therefore responsible for not only traditional content moderation problems, but code-specific content concerns as well. [193: . 	About community management & moderation, GITHUB, https://docs.github.com/en/communities/setting-up-your-project-for-healthy-contributions/about-community-management-and-moderation [https://perma.cc/TLB6-NRVY] (last visited Mar. 22, 2023).]  [194: . 	EGHBAL, supra note 45, at 12.] 

VI. [bookmark: _Toc180790116][bookmark: _Toc188103321]Analyzing Platform Liability for OSS: § 230 and the DSA 
The DSA and the proposed § 230 reforms clearly demonstrate that both the EU and the U.S. are interested in imposing increased obligations or liability on platforms hosting user-generated content. But, considering these lawmaking efforts are responses to “techlash” critiques about traditional social media platforms, it is important to explore the effects they might have on VCS hosting platforms, which are covered by § 230, and on open source software development generally. These potential effects inform the evaluation of whether these responses are appropriate and whether another actor is better suited to address certain content moderation problems.
A. [bookmark: _Toc180790117][bookmark: _Toc188103322]Potential Effects of Imposing Increased Obligations or Liability on Platforms
Current proposals aimed at increasing the liability of platforms for user-generated content—or repealing § 230 altogether—do not adequately contemplate the effect of those proposals on platforms hosting functional content. In addition to the outsized effect of wrongful takedowns due to interdependencies of open source software, increased VCS hosting platform liability could chill opensource innovation. 
VCSs themselves were built with the goal of facilitating open source development and allowing developers to collaborate on projects.[footnoteRef:195] However, before platforms like GitHub, being involved in these projects meant knowing what you wanted to work on and finding the email thread or discussion forum to join. The platformization of VCSs has lowered the barrier of entry to participation in open source software development: because so many projects are available on one platform, communities are easier to find and contribute to, and graphical user interfaces and social coding features make it easier for inexperienced users to learn from and communicate with more experienced developers. If increased platform liability for user-generated content costs VCS platforms too much, or if VCS platforms are rendered impractical by the § 230 proposals that ban platforms from using search and sorting algorithms to display content to users, it may be that open source communities are pushed back into relatively difficult to find email chains and obscure discussion forums, once again increasing the barriers to entry to open source innovation. [195: . Koc & Tansel, supra note 22, at 1.] 

The transparency obligations imposed by the DSA and certain § 230 reform proposals also do not adequately recognize the differences between the expressive content of traditional social media platforms and the functional content of VCS platforms. The “advanced” transparency obligations of the DSA do not require anything more than highest-level aggregated metrics, and the “special” transparency obligations seem to stress traditional expressive content harms.[footnoteRef:196] Even if the DSA or § 230 reforms do not mandate more specific reporting, platforms themselves may find it helpful to provide that specificity. GitHub, for example, is adamant that “code is different.”[footnoteRef:197] Yet, its transparency reports simply report all § 230 takedowns under one aggregated section of “abuse-related violations” without specifying from where those violations came.[footnoteRef:198] Whether a violation comes from the code itself, documentation and other supporting files, VCS features like commenting on pull requests, or VCS platform features like conversations in issues and bug reporting, could indicate the content moderation concern at issue. If VCS platforms want to argue that their primary content moderation concerns (code quality and security) are different from those of traditional social media platforms, reporting all of their content moderation decisions under an aggregated metric does not support that narrative. Disaggregating restrictions related to § 230 would also help track the effects of content moderation policies by providing information that may reveal what type of content is most impacted and the extent to which specific types of content are being restricted. [196: . 	DSA, supra note 166, at 2.]  [197: . 	Platform Responsibility, GITHUB, https://github.com/github/developer-policy/blob/main/issue-areas/platform-responsibility.md [https://perma.cc/A2Z9-77UW] (last visited Dec. 23, 2024).]  [198: . GitHub Transparency Center, GITHUB, https://transparencycenter.github.com/ [https://perma.cc/679X-VZZD] (last visited Dec. 23, 2024).] 

Of course, even if VCS hosting platforms specify from where § 230 takedowns and restrictions arise, there will be line-drawing problems when interpreting that data and attempting to distinguish whether the § 230 restrictions address traditional abuse- and misinformation-related content moderation concerns or code quality and security concerns. For example, how should commits be treated? The changes to code files themselves may be functional, but what about the accompanying commit messages? The code repository itself may even have expressive elements, such as comments within the code or documentation—should those elements be treated more like content on traditional social media platforms? While it is unlikely line-drawing problems will ever be completely resolved due to VCS platforms building additional communicative, social-media-esque functionality on top of the underlying VCS, content moderation decisions can theoretically be separated based on whether they relate to concerns about abuse and misinformation or about code quality and security.
Thus, if we accept the current paradigm—that platforms are best positioned to address the harms of user-generated content, so liability and obligations for such content are appropriately placed on platforms—then policymakers must broaden the scope of their concerns. Policymakers must consider the effects of any proposed legislation or regulation on other kinds of platforms hosting user-generated content and should consider increasing the specificity of transparency obligations.
B. [bookmark: _Toc180790118][bookmark: _Toc188103323]Should Liability Be Placed on Platforms?
The current paradigm is not necessarily the most appropriate: platforms may not be the best positioned to solve content moderation related harms. Imposing more liability on platforms for user-generated content is unlikely the solution to addressing content moderation related harms in both the traditional social media context and the functional code context. While platforms should make their content moderation policies and recommendation algorithms more transparent for user predictability and platform accountability, these platforms by and large do not have initial control over their users’ decisions to post content and what content is posted. 
Even with the rise of generative AI, such as GitHub’s Copilot,[footnoteRef:199] the underlying algorithms and models are dependent on already existing user content and respond to user inquiries. In that way, Copilot, at least, is not very different from a community question-and-answer forum like Stack Overflow, where the answers to developers’ coding questions are typically snippets of code provided by other developers. Furthermore, asking platforms to take a more proactive approach to moderating content would likely mean increased reliance on AI to analyze users’ content. Given global lawmakers’ concerns with digital privacy—for example the EU’s General Data Protection Regulation (GDPR) and state privacy regulations like the California Privacy Rights Act (CPRA)—and wariness of using AI in search algorithms, newsfeed curation, and content generation, it seems counterintuitive to push platforms to monitor its users more closely using AI algorithms. [199: . 	GitHub Copilot, GITHUB, https://github.com/features/copilot [https://perma.cc/EG7M-YNMY] (last visited Dec. 23, 2024).] 

At least with regard to cybersecurity issues, the Biden Administration’s policy as it stands in 2023 and 2024 suggests that platforms are not in the best position to address these harms. One objective of the White House’s National Cybersecurity Strategy is to shift liability for insecure software products and services to manufacturers and software publishers with market power, who may not disclaim liability by contract.[footnoteRef:200] The Administration also envisions a safe harbor framework: those who comply with best practices for secure software development (ex: NIST’s Secure Software Development Framework (SSDF)) are shielded from liability.[footnoteRef:201] These best practices may and should evolve over time as technology develops.[footnoteRef:202] The White House’s strategy does not place responsibility on “the open-source developer of a component that is integrated into a commercial product.”[footnoteRef:203] [200: . National Cybersecurity Strategy, supra note 116, at 20–21; Kathleen A. McGee et al., Biden Administration Aims to Shift Liability for Cyberattacks to Software Developers, LOWENSTEIN SANDLER (Apr. 11, 2023), https://www.lowenstein.com/news-insights/publications/client-alerts/biden-administration-aims-to-shift-liability-for-cyberattacks-to-software-developers-privacy [https://perma.cc/8YWR-V292].]  [201: . National Cybersecurity Strategy, supra note 116, at 21.]  [202: . Id.]  [203: . Id.] 

A nuance with this strategy worth highlighting is: what exactly does it mean for a software publisher to have market power? If a popular open source project that is a “go-to” for a particular use case (like TensorFlow for machine learning) becomes the source of a major vulnerability affecting all the projects depending on it, who is responsible for that vulnerability? The maintainers, on whom all the most common open source governance models rely? The contributor(s) whose exact commit(s) caused the vulnerability? Anyone else who reviewed or commented on the changes before they were incorporated into the main branch? Answering questions like these may be the difference between protecting or suppressing the “freedom to innovate.”[footnoteRef:204] [204: . Id.] 

[bookmark: _Toc180790119][bookmark: _Toc188103324]Conclusion
VCS platforms have developed to incorporate more and more features of traditional social media platforms like user activity feeds. However, the main content moderation concerns of traditional social media platforms—such as misinformation, harassment, and hate speech—are not necessarily shared by VCS platforms due to VCS platforms’ primary technical purpose of enabling collaborative software development, the social norms and governance of the platforms’ users (the OSS community), and the functional and dependent nature of the content these platforms host (code). When moderating content, VCS platforms must also consider cybersecurity risks and software dependencies.
The current appetite for adjusting platform liability for user-generated content has been whetted by content-related harms on traditional social media platforms. As a result, legislative and regulatory efforts addressing platform content moderation do not adequately consider the effects that these efforts may have on VCS platforms. This oversight is risky, given its potential effects on code, a critical infrastructure for our ever increasingly digital society, and the subsequent innovation that VCS platforms enable. 
Lawmakers’ failure to consider content moderation related harms beyond those in the traditional social media context also obfuscates an important initial question: are platforms the best positioned to address these harms? If not, imposing increased obligations and liability on platforms, or removing the shield from liability for user-generated content altogether, may create more problems than it solves. Whatever the answer, to paraphrase GitHub’s Chief Legal Officer Shelley McKinley, developers should not be left behind in these debates.[footnoteRef:205] [205: . 	McKinley, supra note 117.] 
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