INTRODUCTION

In its 2009 Cyberspace Policy Review, the White House stated that “cybersecurity risks pose some of the most serious economic and
national security challenges of the 21st Century.”

Then-Secretary of Defense Leon Panetta cautioned against a “cyber Pearl Harbor; an attack that would cause physical destruction and the loss of life...paralyze and shock the nation and create a new, profound sense of vulnerability.”

Highlighting the cybersecurity risks introduced by the very communication networks that have boosted the economy, productivity and growth, former Federal Bureau of Investigation (FBI) Director Robert Mueller pointed out that invaders had overrun the Roman Empire by using the same roads that had been built to spread Roman civilization and influence. The Director of the National Security Agency (NSA) has recently expressed concern that legislative reaction to the Snowden revelations would undermine the nation’s cybersecurity defenses.

To respond to these perils, governments all over the world have been developing comprehensive programs and systems to boost cyber defenses. By monitoring or imposing requirements to monitor communications data, such programs and systems inexorably affect individuals’ privacy. This presents policymakers with a formidable challenge: balancing cyber and national security risks against privacy and civil liberties concerns. This delicate balancing act must be performed against a backdrop of laws that are grounded in an obsolescent technological reality. Legal distinctions between communications content and metadata; interception and access to stored information; and foreign intelligence and domestic law enforcement – do not necessarily reflect the existing state of play of the Internet, where metadata may be more revealing than content, storage more harmful than interception, and foreign and domestic intelligence inseparable.

This essay proposes new parameters for analysis of the privacy impact of communications monitoring programs. It focuses on the cyber defense arena, although some of its observations may be useful in the foreign intelligence and domestic law enforcement spheres as well. Part One sets forth the traditional distinctions underlying existing surveillance laws and policies. Part Two describes the sea change caused by technological developments to both cybersecurity risks and civil liberties protections. Part Three proposes a new matrix for assessing privacy harms of communication monitoring programs. It suggests that purely


automated monitoring raises less privacy concerns than human observation. This, in turn, implies that the focal point for triggering legal protections should be the moment the system focuses on an individual suspect. It recommends a shift away from the traditional content-metadata dichotomy towards a framework that assesses privacy risk based on the purpose of monitoring. Different rules and procedures would apply to monitoring activities depending on if they involve collection of evidence, intelligence gathering or cybersecurity defense. Finally, it advocates implementation of privacy by design through organizational, technological and legal mechanisms, to ensure a proper balance is struck between national security concerns and protection of individual rights.

I: TRADITIONAL DISTINCTIONS

Over the past few decades, the regulation of government surveillance has been grounded in a number of legal distinctions that serve as proxies for the measurement of privacy and civil liberties harms. Specifically, lawmakers and courts\(^4\) consider the monitoring of content to be more invasive than the monitoring of communications data (now called metadata);\(^5\) and the interception of communications more invasive than access to stored information.\(^6\) In addition, the demilitarization of domestic law enforcement meant that a clear distinction was drawn between foreign intelligence and domestic law enforcement;\(^7\) and that surveillance of United States persons was subject to more stringent controls than foreign surveillance.\(^8\)

A. Content Versus Metadata

The distinction between content and non-content (metadata) pervades surveillance law at both the constitutional and statutory levels.\(^9\) Whereas Katz v. United States held that individuals have a “reasonable expectation of privacy” in the contents of their conversations,\(^10\) the
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4. This essay focuses on United States law, although similar distinctions apply under the laws of many Western nations.
third party doctrine, as iterated in *Smith v. Maryland*, telephone users lacked a reasonable expectation of privacy in their metadata.\(^{11}\) Holding that “a person has no legitimate expectation of privacy in information he voluntarily turns over to third parties,” the Supreme Court asserted that pen registers, which capture the telephone numbers a user dialed, “do not acquire the contents of communications” and are therefore subject to warrantless search.\(^{12}\) Courts went on to apply the third party doctrine in a wide variety of circumstances involving the disclosure of information to trusted third parties. For example, in *United States v. Forrester*, the court held that a government request to an Internet service provider (ISP) for IP addresses of websites visited, to/from information for e-mails, and volume sent to or from an account did not trigger the Fourth Amendment.\(^{13}\) The Ninth Circuit held that “the Court in *Smith* and *Katz* drew a clear line between unprotected addressing information and protected content information that the government did not cross here.”\(^{14}\)

The distinction between content and non-content is determinative not only pursuant to the Fourth Amendment but also under the Electronic Communications Privacy Act (ECPA).\(^{15}\) The ECPA’s Wiretap Act places strict controls on the interception of the contents of a communication, requiring a showing of “probable cause [to believe] that an individual is committing, has committed, or is about to commit a particular offense [and that] normal investigative procedures have been tried and have failed or reasonably appear to be unlikely to succeed if tried or to be too dangerous.”\(^{16}\) Unlawful interception of the contents of a communication is subject to an evidentiary exclusionary rule,\(^{17}\) as well as a penalty of up to five years imprisonment.\(^{18}\) The ECPA’s Pen Register Act sets a lower standard for law enforcement access to metadata.\(^{19}\) A court will grant a government request if “the information likely to be obtained by such installation and use is relevant to an ongoing criminal investigation.”\(^{20}\) It does not apply an exclusionary rule, and imposes a lesser penalty upon violations including imprisonment for up to one year.\(^{21}\)

\(^{12}\) *Id.* at 741.
\(^{13}\) *United States v. Forrester*, 512 F.3d 500 (9th Cir. 2007).
\(^{14}\) *Id.* at 510.
\(^{16}\) *Id.* § 2518.
\(^{17}\) *Id.* § 2515.
\(^{18}\) *Id.* § 2511(4)(a).
\(^{19}\) *Id.* § 3127; § 3121.
\(^{20}\) *Id.* § 3123(a).
\(^{21}\) *Id.* § 3123(d).
B. Interception Versus Stored Communications

Whereas probable cause warrants are required to authorize the interception of the content of a communication,22 the ECPA’s Stored Communications Act (SCA) applies a looser standard to sanction government access to stored communications.23 There is no requirement for probable cause; it is enough to show “specific and articulable facts showing that there are reasonable grounds” to believe communications are “relevant” to a criminal investigation.24 The SCA is a highly complex statute, setting forth different rules and procedures for government access depending on whether access is: voluntary or compelled; to data held by an “electronic communication service” or a “remote computing service”; to data held by an entity offering services “to the public” or not; to the contents of a communication; or to communication data.25 Complexity aside, it is clear that the SCA “is much less protective than the Wiretap Act.”26 Like the Pen Register Act, the SCA lacks an exclusionary rule and imposes a smaller penalty for violation: up to one-year imprisonment.27

C. Foreign Intelligence Versus Domestic Law Enforcement

In 1972, in what has become known as the Keith case, the Supreme Court recognized that “criminal surveillances and those involving domestic security” are distinct, and that “[d]ifferent standards may be compatible with the Fourth Amendment if they are reasonable both in relation to the legitimate need of Government for intelligence information and the protected rights of our citizens.”28 In Clapper v. Amnesty International, the Supreme Court explained, that “[a]lthough the Keith opinion expressly disclaimed any ruling ‘on the scope of the President’s surveillance power with respect to the activities of foreign powers,’ it implicitly suggested that a special framework for foreign intelligence surveillance might be constitutionally permissible.”29 Similarly, the Church Committee findings that “[t]he Government has often undertaken the secret surveillance of citizens on the basis of their political beliefs, even when those beliefs posed no threat of violence or

22. Id. § 2518.
23. Id. § 2703(d).
24. Id.
25. Id. § 2702.
illegal acts”\textsuperscript{30} has led to the 1978 enactment of the Foreign Intelligence Surveillance Act of 1978 (FISA).\textsuperscript{31}

FISA restricted the government’s authority to use electronic surveillance inside the United States to obtain foreign intelligence from “foreign powers,” and required the government to obtain a warrant or court order from a newly created Foreign Intelligence Surveillance Court (FISC) for certain foreign intelligence surveillance activities.\textsuperscript{32} On the one hand, FISA attempted to introduce safeguards against the kinds of abuses that had been documented by the Church Committee; on the other hand, it sought to preserve the government’s ability to protect the nation against external threats.\textsuperscript{33} The Report of the President’s Review Group on Intelligence and Communications Technologies, which was established in August 2013 as a response to the Snowden revelations (the Review Group),\textsuperscript{34} explained that “[t]hese features of the system established by FISA reflect Congress’ understanding at the time of the central differences between electronic surveillance for foreign intelligence purposes and electronic surveillance for traditional criminal investigation purposes.”\textsuperscript{35} Criminal enforcement is subject to close scrutiny emanating from Fourth Amendment protection against unreasonable search and seizure.\textsuperscript{36} Foreign intelligence is largely liberated from the same restrictions, as it is not geared to produce


\textsuperscript{32} FISA did not deal with the government’s authority to engage in foreign intelligence activities outside the United States. To that end, President Ronald Reagan issued Executive Order 12333 in 1981, which specifies the circumstances in which the intelligence agencies can engage in foreign intelligence surveillance outside the United States. Exec. Order No. 12,333, 46 Fed. Reg. 59,941 (Dec. 4, 1981).


\textsuperscript{35} Id. at 67.

evidence in a United States court of law.\textsuperscript{37}

\textbf{D. United States Person Versus Foreign Surveillance}

The FISA Amendments Act of 2008 (FAA) adopted different rules for international communications depending on whether the target of the surveillance was a “United States person” or a non-United States person.\textsuperscript{38} The FAA provides that if the government targets a \textit{United States person}\textsuperscript{39} who is outside the United States, it must satisfy traditional FISA requirements, including the issuance of a FISC warrant based on a finding that there is probable cause to believe that the United States person is an agent of a foreign power.\textsuperscript{40} At the same time, section 702 of the FAA states that if the target of foreign intelligence surveillance is a \textit{non-United States person} who is “reasonably believed to be located outside the United States,” the government need not meet the FISA requirements even if the interception takes place inside the United States.\textsuperscript{41}

FISA additionally requires intelligence agencies to “minimize” any private information collected about United States persons, deleting data that is irrelevant for intelligence purposes before providing it to others.\textsuperscript{42} Minimization procedures are adopted by the Attorney General and reviewed by the FISC.\textsuperscript{43} Specifically, according to the terms of FISC orders:

\begin{quote}
Before any of the results from queries may be shared outside NSA (typically with the FBI), NSA must comply with minimization and dissemination requirements, and before NSA may share any results from queries that reveal information about a United States person, a high-level official must additionally determine that the information “is in fact related to counterterrorism information and that it is necessary to understand the counterterrorism information or assess its importance.”\textsuperscript{44}
\end{quote}

Additional protections are afforded United States persons under Section 215 of the FISA, which provides that an investigation of a

\footnotesize{
\textsuperscript{37} Id. at 1342–43.
\textsuperscript{39} 50 U.S.C. 1801(i) (2011).
\textsuperscript{40} Id. § 1881b(c)(1).
\textsuperscript{41} Id. § 1881a (titled “Procedures for targeting certain persons outside the United States other than United States persons”).
\textsuperscript{42} REVIEW GROUP, supra note 33, at 62, 146.
\textsuperscript{43} 50 U.S.C. § 1801(h) (2011).
\textsuperscript{44} REVIEW GROUP, supra note 33, at 100.
}
United States person may not be “conducted solely on the basis of activities protected by the First Amendment to the Constitution.”

II: CHANGES

Developments in information technologies and national security risks have dramatically shifted both sides of the risk of harm balance: to national security on the one hand and to individual freedoms on the other hand. These changes have complicated the debate unleashed by the Snowden revelations around the legality and ethics of mass surveillance in an age where data hoarding has become rampant not only by governments but also by big data businesses.\(^46\) In particular, emerging cybersecurity threats may require increasingly comprehensive programs for scanning mass quantities of information; yet such programs strain existing constitutional and legal frameworks.

A. National Security Threats

Over the past decade, a range of factors has transformed the nature of national security threats and amplified tensions between operational personnel and counsel applying laws and regulations. First, military threats have transcended national borders and become pervaded by non-state actors. Traditional national security threats, which were once the domain of Cold War superpowers, are now “privatized” through terrorist networks. Similarly, cybersecurity threats, once focused on cyber superpowers such as China and Russia, have now spilled over to private organizations such as Anonymous and even lone-wolf hackers who are sometimes co-opted by hostile states. Unlike nuclear proliferation, which requires a deployment of resources unavailable to non-state actors, very rudimentary tools are sufficient to unleash potentially devastating cyber attacks.

Second, defending national infrastructure is complicated by the interdependence of military and private networks. Indeed, the Internet itself emerged from the military domain, as have technologies, software and applications such as mobile phones and encryption tools. The vulnerability of such networks and connected infrastructure presents a menacing threat to the functioning of society. This includes risks not only to military assets and critical infrastructure but also to peripheral networks and even individual devices, which could be used as discreet

\(^{45}\) 50 U.S.C § 1861(a)(2)(B).

gateways to stage focused attacks. Lord Cameron of Dillington famously coined the phrase that “no society stands more than nine meals away from total anarchy.” He predicted that merely three days of disruption to British supermarket supply chains would be enough to send law and order reeling, at grave risk to the life and security of ordinary citizens. Despite this, neither the United Kingdom nor any other country categorizes its supermarket chains as critical infrastructure.

Third, the distinction between domestic and foreign communications is muddled. Indeed, the crisis in international relations resulting from the Snowden revelations, particularly between the European Union and the United States, is rooted in the fact that large amounts of foreign communications are routed through or stored in the United States. At the same time, a large volume of domestic communications has cross-border elements, such as connections with foreign websites, services or counterparties.

B. Individual Liberty Protections

Technological progress has upended not only the nature of national security risks but also the legal basis for individual liberty protections. To begin with, it is no longer clear that the fundamentals of surveillance law remain sound and relevant to modern technological realities. The line between content and metadata has become notoriously hard to delineate. Moreover, it is no longer clear that acquisition of communication content remains more “harmful” to privacy than the capture of metadata. The study of an individual’s social network, contacts and location whereabouts, not to mention Google searches or browser history, may be more telling than the contents of the individual’s communications. Specifically, in the cybersecurity context, the distinction between content and metadata is frequently irrelevant, since cyber risks may be embedded in both content and metadata. The

47. 13 Nov. 2007, Parl. Deb., H.L. (2007) 425 (U.K.), available at http://www.theyworkforyou.com/lords/?id=2007-11-13b.386.2 (“Think about it. At the end of the first day, you probably start pilfering food to feed your crying children. The second day you probably travel a very long way because you have heard about a food source, but by the time you get there, of course, you have to fight the thousands of others who have also heard about it. On the third day there will be rats, mayhem and maybe even murder.”).


metaphorical Trojan horse dwells in all seven layers of the architecture of communications systems.\(^{50}\)

Second, it is no longer clear that lawful *real-time interception* of communications presents a greater risk of harm to individuals than government *access to stored data*. In a world of big data, where every crumb of information is cataloged and recorded, perhaps forever, stored data can be far more revealing than transitory, ephemeral communications.\(^{51}\) Real-time interception and communication analysis—alongside data retention limitations—would leave a smaller privacy footprint than mass collection and later access to stored data. In this vein, the Review Group ruminated whether:

[T]echnical collection agencies could make use of artificial intelligence software that could be launched onto networks and would be able to determine in real time what precise information packets should be collected. Such smart software would be making the sorting decision online, as distinguished from the current situation in which vast amounts of data are swept up and the sorting is done after it has been copied on to data storages systems.\(^{52}\)

Finally, the distinction between *foreign intelligence* and *domestic law enforcement* has blurred, as national security risks infiltrate domestic borders through the activities of rogue actors on the ground as well as the spread of malicious code to critical infrastructure. The Review Group pointed out that “[t]oday, no battlefield lines or Iron Curtain separates the communications in combat zones from the rest of the world. A vulnerability that can be exploited on the battlefield can also be exploited elsewhere.”\(^{53}\) It also noted that “[i]n recent decades, the global nature of the Internet has enabled daily cyberattacks on the communications of government, business, and ordinary Americans by hackers, organized crime, terrorists, and nation-states.”\(^{54}\) The Review Group stressed that the convergence of military and civilian systems for cybersecurity has profound implications, as information assurance for the military relies increasingly on the civilian sector, and the military and government rely on a broad range of critical infrastructure, which is mostly owned and operated by private parties.\(^{55}\) This makes effective defense of private
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52. REVIEW GROUP, supra note 33, at 174.
53. Id. at 187.
54. Id. at 184.
55. Id. at 180–87.
sector cyber infrastructure critical to military and other government functions.

III: A NEW MATRIX

A response to these changes requires the development of a new matrix to assess risks to privacy and civil liberties that may result from government surveillance. This section argues that automated processing of bulk data should be viewed differently than individualized surveillance; that the distinction between content and metadata needs to be linked to the purpose of monitoring; and that surveillance—particularly on a mass scale—must be buttressed by measures of privacy by design.

A. Automated Processing

The architecture of modern communications networks generally, and the Internet specifically, is based in monitoring, documentation and retention of data. Communications data is scanned by automated systems and retained for various purposes such as billing or defense from legal claims. Even the content layers of communications are regularly scanned for various purposes ranging from network security (e.g., antivirus programs), user protection (e.g., anti-spam or anti-phishing software), bandwidth management (e.g., use of deep packet inspection by Internet service providers), or—more controversially—online behavioral advertising. Indeed, any digital data (except, perhaps, encrypted data) interacts with the systems processing it at some level.

Privacy concerns typically arise only when a system “zooms in” to focus on a particular individual. Two caveats are in order: first, to be sure, in an age of big data any mass scale surveillance operation is performed automatically. Gone are the days of switchboard operators listening in to calls. The proverbial Eve in data security parlance is always mechanical. Yet this does not imply that the distinction between automated and human monitoring is a red herring. The distinction remains meaningful so long as automatic monitoring does not single out an individual for special scrutiny or treatment. For example, the privacy effect of the London Underground’s always-on CCTV cameras is minimal so long as it does not focus on the actions of any specific individual. Second, regardless of their impact on privacy, automated systems can certainly infringe other individual rights and interests, such as equality, fairness and due process. Indeed, the European privacy directive views automated decision-making as inherently suspect and grants every person the right “not to be subject to a decision which produces legal effects... which is based solely on automated
Automated decisions can be arbitrary, unfounded, or reflect programmers’ discrimination and bias. Consider, for example, an automated decision to lower an individual’s credit rating based on inaccurate information or include her in a “no fly” list based on a mismatched name. Such decisions may very well be harmful, yet they do not necessarily infringe individuals’ privacy.

In the private sector, automated scanning of communications data, including content, is common in various contexts. Google, for example, scans the email of more than 400 million Gmail users to tailor targeted ads to the contents of their correspondence. Users (more or less) knowingly accept the benefit of the bargain, free storage space and a snappy user interface in return for use of their personal information for ad targeting. While consent can be cited as a legal basis for Google’s scanning of its users’ correspondence, it cannot legitimize the monitoring of email of third parties who are not Gmail users themselves. Apparently, the legitimacy of Google’s actions is derived not only from users’ consent but also from a restrictive view of the privacy implications of strictly automated monitoring.

In its terms of service, Google states that the monitoring of Gmail content is “completely automated and involves no human review.” Similarly, the terms of service for Google Apps state that: “[i]t’s important to note that our scanning and indexing procedures are 100% automated and involve no human interaction.” Such statements reflect


59. Id.

60. But see Order Granting in Part and Denying in Part Defendant’s Motion to Dismiss [Redacted], In re Google Inc. Gmail Litigation, Case No. 13-MD-02430-LHK (N.D. Ca. Sept. 26, 2013).


62. Ashish Karve, Google’s Privacy Policy, LAW FIRM MGMT CONSULTING (May 21, 2012), http://www.lawfirmmanagementconsulting.com/googles-privacy-policy. The official Google policy statement has since been revised. Your Security and Privacy, GOOGLE HELP CENTER, https://support.google.com/a/answer/60762?hl=en (last visited Mar. 17, 2014) (stating “Our systems scan and index emails and some other user data for multiple purposes; this scanning is 100% automated and cannot be turned off.”).
an assumption that individuals are concerned less with automated monitoring than with human surveillance.

Similarly, employers regularly deploy data loss prevention (DLP) software to prevent security breaches or loss of trade secrets and intellectual property. DLP systems scan communications en masse, raising red flags when they encounter suspicious activity, such as an email of a bank employee containing strings of 16 numbers, which could imply an attempt to leak credit card numbers. Here too, an employee’s consent provides a fragile legal basis for communications monitoring, given the inherent imbalance of power between employers and employees. Something else must be at work here: a perception of content monitoring as proportional and legally justified so long as it does not extend to non-work related purposes.

In time, more and more systems and devices will monitor individuals’ communications and behavior. The Internet of Things connects to the network a broad array of devices and objects such as cars, thermometers, electric grids, garbage dispensers, and digital signage, for seamless and multilayered monitoring of individual data, including information about who we are and what we do. The Internet of Things is infused with sensors and devices that continuously scan, collect, process and distribute data, requiring a reconceptualization of what it will mean for individuals to have privacy vis-à-vis such automated machines. And while the privacy implications of the Internet of Things are just beginning to be understood and grappled with, it is clear that the level of automated processing of personal data is on the rise.

64. Id.
The interaction between individuals and non-sentient devices is not restricted to the digital world. A weight scale can record individuals’ weight and a mirror captures their image; yet few (healthy) individuals would regard such interactions as privacy infringing. As long as the weight or image is not transmitted to other humans and used to humiliate, discriminate or otherwise harm an individual, users’ privacy is not affected.\(^70\) The human-machine interaction, in and of itself, does not infringe on privacy any more than the gaze of a household cat. While scholars have struggled for many years to conceptualize privacy, most would agree that the notion involves a delineation of borders between an individual and society.\(^71\) Privacy intrusions entail exposure to another individual or group of individuals, such as a community, society or nation, who may be curious, judging, discriminating, degrading or harmful toward the individual in various other ways.\(^72\) Privacy protects individuals from other individuals—not from machines.

Matthew Tokson argues against expanding the notion of privacy to protection from automated processes.\(^73\) Against the backdrop of the third party doctrine, he proposes to distinguish between information willfully disclosed to a third party human and information made available for automated processing.\(^74\) Only the former type of disclosure should be regarded as a revocation of a “reasonable expectation of privacy,” whereas exposure of information to a machine does not involve a voluntary assumption of privacy risk.\(^75\) Hence, according to Tokson, the conflation of human and automated monitoring is a double-edged sword, which can be used to legitimize a broad swath of exemptions to the Fourth Amendment.\(^76\) Recognizing that data crunching by a machine does not in itself infringe privacy provides a basis to argue that Fourth Amendment protection should expand to data automatically shared with ISPs, banks, email providers, cloud vendors and a plethora of other automated third parties, as an inevitable byproduct of life in a digital world.\(^77\)

In this vein, Orin Kerr writes: “The best answer is that a search occurs when information from or about the data is exposed to possible

\(^{70}\) See ALAN WESTIN, PRIVACY AND FREEDOM (1967) (defining privacy as “the claim of individuals, groups, or institutions to determine for themselves when, how, and to what extent information about them is communicated to others.”).

\(^{71}\) Id.

\(^{72}\) Id.


\(^{74}\) Id. at 629.

\(^{75}\) Id. at 638.

\(^{76}\) Id. at 586.

\(^{77}\) Id. at 647.
human observation, such as when it appears on a screen, rather than when it is copied by the hard drive or processed by the computer.”

Similarly, Tokson argues:

“Without some modicum of human observation, disclosure of our information to automated systems alone is ultimately no different from ‘disclosure’ to any other inanimate object that stores our personal data. Automated computers alone do not ‘observe’ us... These devices cannot see us, think about us, judge us, ridicule us, or be curious about us—they cannot perceive us at all. They cannot, then, truly violate our privacy.”

A case in point is the Transportation Security Administration’s (TSA) decision in 2011 to eliminate the actual image of passengers projected to TSA operatives from body scanners at airports and to replace them with a generic outline of a person. The TSA noted, “By eliminating the image of an actual passenger and replacing it with a generic outline of a person, passengers are able to view the same outline that the TSA officer sees. Further, a separate TSA officer will no longer be required to view the image in a remotely located viewing room.”

Clearly, an automatic body scanner machine remains capable of “seeing” individual passengers naked, but absent the projection of such an image to a human TSA officer, the impact on individuals’ privacy is limited.

A line of Supreme Court cases dealing with dog sniffs in airports and police stops supports a distinction between automated and human monitoring. In United States v. Place, the defendant challenged the legality of a police dog’s sniff test, which detected the presence of narcotics in his luggage at an airport. The Supreme Court held:

“[A] ‘canine sniff’ by a well-trained narcotics detection dog... does not require opening the luggage. It does not expose non-contraband items that otherwise would remain hidden from public view, as does, for example, an officer’s rummaging through the contents of the luggage... Thus, despite the fact that the sniff tells the authorities something about the contents of the luggage, the information obtained is limited. This limited disclosure also ensures that the

79. Tokson, supra note 73.
81. Id.
owner of the property is not subjected to the embarrassment and inconvenience entailed in less discriminate and more intrusive investigative methods.  

Hence, the Court held that the non-human monitoring of the content of the defendant’s luggage did not constitute a Fourth Amendment search. Indeed, the Court emphasized that “the manner in which information is obtained through this investigative technique is much less intrusive than a typical search.” Similar logic can apply to “packet sniffers,” which, like police dogs in airports, monitor communications data for illicit, malicious activities.

A distinction between wholesale automated monitoring and individualized scrutiny can help adapt the Smith v. Maryland rationale to a reality of ubiquitous data collection. In the context of the Snowden revelations, commentators have argued that the government’s reliance on Smith, with its trivial collection of phone numbers on one individual’s pen register, to justify the NSA’s compilation of the metadata of an entire nation is specious. Yet this criticism ignores the fact that in Smith, law enforcement “zoomed in” to focus on one suspect; this should have triggered Fourth Amendment protection, since the privacy impact was pronounced. In comparison, wholesale collection of metadata without an individual focus leaves less of a footprint on any specific individual’s privacy. So while Smith’s application of the third party doctrine may have been unwarranted, this does not necessarily discredit the government’s arguments in favor of collecting bulk metadata based on FISA Section 215.

The approach outlined here toward automated processing closely tracks the pervasive discussions among privacy policymakers around the concept of de-identification or anonymity. De-identification is rooted in a notion of privacy as an ability to hide in a crowd. It reflects a belief that

83. See Place, 462 U.S. at 707.
84. Id.
85. Id.
89. See Arvind Narayanan, About 33 Bits, 33 BITS OF ENTROPY,
individuals only lose privacy when they become the subject of attention. This is manifest in scientific techniques for masking the relationship between data and specific individuals, such as k-anonymity\(^90\) and differential privacy.\(^91\) With k-anonymity, individual attributes are suppressed or generalized until each row in a database is identical to at least k-1 other rows, at which point the database is said to be k-anonymous.\(^92\) It allows individuals to blend into a crowd that is just large enough to prevent their re-identification.\(^93\) Differential privacy emphasizes not whether an individual can be directly associated with a particular revealed value, but rather the extent to which any revealed value depends on an individual’s data.\(^94\) It avoids the ailments of de-identification by allowing data sharing in a way that maintains data quality while at the same time preserving individuals’ privacy.\(^95\) It enables organizations to share derivative data without subjecting any individual to more than a minimal risk of harm from the use of his or her data in computing the values to be released, even when those values are combined with other data that may be reasonably available.\(^96\)

Robustly de-identified data is exempt from privacy regulation. According to the Federal Trade Commission (FTC), its privacy framework applies to “all commercial entities that collect or use consumer data that can be reasonably linked to a specific consumer, computer, or other device.”\(^97\) The FTC clarifies that data is not “reasonably linkable” to the extent that a company takes reasonable measures to ensure that it is de-identified; publicly commits not to try to re-identify the data; and contractually prohibits downstream recipients from trying to re-identify the data.\(^98\) Similar limitations on the scope of


92. See Sweeney, supra note 90.
93. See id.
94. See Dwork, supra note 91.
95. See id.
96. Ruth Gavison gives the following example, which helps illustrate the point: “Consider the famous anecdote about the priest who was asked, at a party, whether he had heard any exceptional stories during confessions. ‘In fact,’ the priest replied, ‘my first confessor is a good example, since he confessed to a murder.’ A few minutes later, an elegant man joined the group, saw the priest, and greeted him warmly. When asked how he knew the priest, the man replied: ‘Why, I had the honor of being his first confessor.’” Ruth Gavison, Privacy And The Limits Of Law, 89 Yale L. J. 421, 430-31 (1980).
98. Id. at iv.
data regulation apply under a plethora of United States and European privacy laws. For the purposes of this essay, the point is that just like with de-identified data, as long as no individual is targeted and subject to special scrutiny, automated processing implies limited privacy risk.

B. Content / Non-content

The ECPA defines the “contents” of a communication as “any information concerning the substance, purport, or meaning of that communication.” Alas, the distinction between content and non-content (metadata) is increasingly fading, and it is not clear that content remains a good indicator of privacy harm. It is easy enough to distinguish between the content of a letter and the non-content information disclosed on its envelope. Similarly, the content of a telephone call cannot be confused with metadata, such as the calling number, the number called, and the call’s duration. To be sure, telephone companies typically held additional information about their subscribers, such as their contact details, payment methods, and usage record. Such data could be used to draw useful conclusions about a subscriber’s demographics, age, social and professional network, and more. While such information implicated a subscriber’s right to privacy, it did not infiltrate the personal core of the subscriber’s conversations like the content of his communication. For example, a telephone company could have known that a subscriber called a certain other subscriber, who was not his spouse, several times daily. But it could not tell whether the parties discussed work issues, exchanged

105. Transcript of President Obama’s Remarks on NSA Controversy, WASH. WIRE, June 7, 2013, http://blogs.wsj.com/washwire/2013/06/07/transcript-what-obama-said-on-nsa-controversy (“When it comes to telephone calls, nobody is listening to your telephone calls. That’s not what this program’s about. As was indicated, what the intelligence community is doing is looking at phone numbers and durations of calls. They are not looking at people’s names, and they’re not looking at content.”).
recipes, or nurtured intimate relations.

The shift from analog to digital communications has eroded the binary nature of content and metadata. Consider email, a basic form of digital communications. Most would agree that the body of an email constitutes the content of a communication whereas information about an email’s size (e.g., two megabytes) or text length (e.g., 12 lines) was metadata. But what about the subject line? While technically, the subject line belongs to the email’s header and is therefore apparently metadata, it potentially (but not always) conveys the content of a communication. And what about an algorithmically calculated “risk score” assigned to the contents of an email message based on parameters that could be purely content-based (e.g., keywords), metadata-based (e.g., the size of the message), or a combination of both (e.g., number of words in a message, its language, or heuristic models based on its syntax). And what about analysis of whether or not a message is encrypted? Apparently the mere fact that data is encrypted constitutes metadata; but making that determination requires analysis of information in the content layer.

The analysis becomes even thornier with respect to individuals’ online browsing habits. Courts have struggled to determine whether IP addresses, URLs or search query logs should be treated as content or metadata. For several years, courts have wrestled with categorizing a list of URLs visited by an individual as content or metadata. In a footnote to its Forrester decision, the Ninth Circuit expressed its concern about the ability of URLs to reveal content but concluded that IP addresses “reveal no more about the underlying contents of communications than do phone numbers” and are constitutionally indistinguishable from them.

109. United States v. Forrester, 495 F.3d 1041, 1048-49 (9th Cir. 2007) (IP addresses are metadata).
110. Id. at n. 6 (URLs “might be more Constitutionally problematic”).
113. United States v. Forrester, 512 F.3d 500, 510 n.6 (9th Cir. 2007); see also In re
On the one hand, the data in a URL does not reflect “the substance, purport or meaning” of a communication. On the other hand, it might give away the content, such as in the case of the URL <http://time.com/18691/edward-snowden-talks-privacy-and-security-at-sxsw-interactive>.

Commentators too have split over the distinction in this context, with some arguing for an expansion of privacy through a broad interpretation of “content,” while others support a more restrictive approach. Similarly, the most recent edition of the Department of Justice Manual on Searching and Seizing Computers and Obtaining Electronic Evidence in Criminal Investigations struggles to delineate the content-noncontent divide. For example, with respect to URLs, the Manual notes:

In some circumstances, questions may arise regarding whether particular components of network communications contain content. . . Because of these and other issues, the United States Attorneys’ Manual currently requires prior consultation with [the Computer Crime and Intellectual Property Section] before a pen/trap may be used to collect all or part of a URL.

The forward march of technology has changed how content-like metadata is. This is evident particularly with online search queries, which have made it much easier to draw associations from things like IP addresses and URLs. Hence, in a previous article, I argued that users’ online search-query logs should be classified as communication contents.

Additional questions arise with respect to information collected by cellular networks, particularly with respect to subscribers’ geolocation.


115. The answer may be different for the domain name <http://time.com>; although the following domain name is more telling: <http://singlemenlookingforlove>.


117. See, e.g., Christopher Slobogin, Transaction Surveillance by the Government, 75 MISS. L.J. 139, 153 (2005); Rich Haglund, Applying Pen Register and Trap and Trace Devices to Internet Communications: As Technology Changes, Is Congress or the Supreme Court Best-Suited To Protect Fourth Amendment Expectations of Privacy?, 5 VAND. J. ENT. L. & PRAC. 137, 141-42 (2003); Christian David Hammel Schultz, Unrestricted Federal Agent: “Carnivore” and the Need To Revise the Pen Register Statute, 76 NOTRE DAME L. REV. 1215, 1241–42 (2001).
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120. Tene, supra note 9, at 1482.
On the one hand, such information is not part of “the substance, purport or meaning” of a communication. On the other hand, geolocation information is created not only by automatic multilateration or GPS signal but also through more content-based methods such as check-ins on social networks or searches on Google Maps.

Not only has the task of defining content and metadata become daunting, but it also lost some of its normative appeal. It is no longer clear that content is a robust indicator of privacy harm. On the contrary, communication contents may be no more private, sensitive or revealing than metadata. Indeed, many experts claim that the richness and depth of metadata could be more informative than communication content. In their book on wiretapping, Diffie and Landau state that “traffic analysis, not cryptanalysis, is the backbone of communications intelligence.” And if this is true for ordinary individuals, it is certainly true for terrorists or members of criminal organizations who no doubt assume that their communications are being analyzed. Such rogue players can use various methods, such as encryption or steganography, to conceal the purport and meaning of their communications even in plain sight. However, it is far more difficult for them to hide their location, social network, or online usage habits, and the very act of concealing such information could raise suspicion.

123. See Timothy B. Lee, Here’s How Phone Metadata Can Reveal Your Affairs, Abortions, and Other Secrets, WASH. POST (Aug. 27, 2013), http://www.washingtonpost.com/blogs/the-switch/wp/2013/08/27/heres-how-phone-metadata-can-reveal-your-affairs-abortions-and-other-secrets; see also PCLOB REPORT, supra note 33, at 12 (stating “telephone calling records can reveal intimate details about a person’s life, particularly when aggregated with other information and subjected to sophisticated computer analysis”).
125. Whitfield Diffie & Susan Landau, Privacy on the Line: The Politics of Wiretapping and Encryption 92 (1998). Traffic analysis is the process of intercepting communications and examining patterns in traffic data in order to gain intelligence. It can be performed even when the intercepted messages remain encrypted. See George Danezis & Richard Clayton, Introducing Traffic Analysis, DIGITAL PRIVACY: THEORY, TECHNOLOGIES, AND PRACTICES 95, 96 (Alessandro Acquisti et al. eds., 2008).
Moreover, cybersecurity threats in particular can be embedded into all layers of a communication, regardless of the distinction between content and metadata. This means that protecting computers, networks and infrastructure against cyber risks requires monitoring not only of metadata but also of contents. Hence, with respect to the United States Computer Emergency Readiness Team’s (US-CERT) Einstein Program, an intrusion detection system that monitors the network gateways of government agencies for cybersecurity risks, Dempsey writes that: “[t]he distinction between content and non-content is largely irrelevant to the Einstein debate, because Einstein undoubtedly captures and examines content, using a technique called deep-packet inspection.”

This is corroborated by the Department of Homeland Security’s privacy impact assessment for Einstein 3, which states that:

DHS Office of Cybersecurity and Communications [CS&C] relies on signatures based on specific indicators that are known or suspected to be associated with malicious activity. While indicators will often be based on network traffic metadata, such as IP addresses, they may potentially be designed to match against any packet data, including the payload (the network traffic data). As such, 

Paul Rosenzweig supports this approach, stating that “it would be an extremely poor rule that permitted screening of only non-content information for malware, as that would simply draw a map for malefiant actors about how to avoid the intrusion detection systems.”

The Review Group recognized the weakness of the existing model, stating that “In a world of ever more complex technology, it is increasingly unclear whether the distinction between ‘meta-data’ and other information carries much weight.” It recommended that “the government should commission a study of the legal and policy options

---


131. REVIEW GROUP, *supra* note 33, at 120–21.
for assessing the distinction between metadata and other types of information.\footnote{132}

The foregoing discussion supports a shift away from the traditional content-metadata dichotomy towards a framework that assesses privacy risk based on the purpose of monitoring. Different rules and procedures should apply to monitoring activities depending if they involve collection of evidence, intelligence gathering or cybersecurity defense. Where monitoring is restricted to cybersecurity defense, content can be conceptualized as a \textit{container} for metadata, since its analysis is not intended to discern the “substance, purport, or meaning” of a communication. Rather it is meant to identify anomalies and signatures, including malware, viruses, Trojans, rootkits and phishing attacks (which are themselves non-content) that may be embedded in the content layer.\footnote{133} Hence, a machine would be reviewing the content of communication but only in search of suspicious metadata.\footnote{134} This monitoring could be analogized to a search performed by analysts who are non-English speakers, who can identify signatures of cybersecurity risks but are unable to comprehend the contents of the English-based communications that they sift through. Such analysts would technically be privy to the content of the communication but impervious to its “substance, purport and meaning.” Clearly, they would be impotent if the purpose of the monitoring were the production of evidence or gathering of intelligence. Such a purpose would require application of different rules.

Advocating for a rule based on the purpose of monitoring should not be confused with support for a rule shifting privacy protections from the data collection to the data use stage. Over the past few years, several commentators have argued that privacy law should recalibrate to impose use, as opposed to collection-limitations.\footnote{135} This essay does not advocate wholesale data collection. On the contrary, it cautions against data retention and calls for analysis of data on the fly or upon very short

\footnotesize{\begin{itemize}
  \item[132] Id. Recommendation 6, at 25.
  \item[134] Id. at 12.
\end{itemize}}
periods (e.g., milliseconds) of storage.\textsuperscript{136}

Purpose-based rules for monitoring communications content and metadata can be based on two existing Supreme Court doctrines: the special needs doctrine and the contraband-specific doctrine.

1. The Special Needs Doctrine

The special needs doctrine establishes an exception to the Fourth Amendment warrant requirement, authorizing a reasonable government search without individualized suspicion where the immediate primary purpose of the search is to serve a special government interest other than gathering evidence for criminal law enforcement purposes.\textsuperscript{137} It has been used to authorize searches in various contexts, including at border crossings\textsuperscript{138} and highway checkpoints,\textsuperscript{139} as well as random checks of government employees.\textsuperscript{140}

In a long line of cases, the Supreme Court authorized the government to conduct suspicionless searches at the international border or its functional equivalent.\textsuperscript{141} One commentator argued that “the sovereign’s right to protect itself at the digital international border should be at least as coextensive as its right to protect itself in the physical world.”\textsuperscript{142} Similarly, the Supreme Court sanctioned the use of police checkpoints to scan drivers for signs of intoxication\textsuperscript{143} or detect the presence of illegal immigrants.\textsuperscript{144} Immigration checkpoint stops were held to be “reasonable” under the Fourth Amendment because the state’s interest in detecting the presence of illegal aliens outweighed the limited intrusion on an individual’s privacy that was caused by the checkpoints.

\textsuperscript{136} Infra notes 178–179 and accompanying text; see also PCLOB REPORT, supra note 33, at 10 (stating “Section 215 is designed to enable the FBI to acquire records that a business has in its possession, as part of an FBI investigation, when those records are relevant to the investigation. Yet the operation of the NSA’s bulk telephone records program bears almost no resemblance to that description”) and 13 (“detailed rules currently in place limit the NSA’s use of the telephone records it collects…. But in our view, they cannot fully ameliorate the implications for privacy, speech, and association that follow from the government’s ongoing collection of virtually all telephone records of every American”).
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\textsuperscript{143} Michigan Dep’t of State Police v. Sitz, 496 U.S. 444 (1990).
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In all of these cases, “a search remains a valid administrative search only so long as the scope of the search is permissibly narrow; once a search is conducted for a criminal investigatory purpose, it can no longer be justified under an administrative search rationale.”\textsuperscript{145}

The Snowden revelations have shown that in a series of decisions, the FISC extended the “special needs” doctrine into the realm of national security electronic monitoring.\textsuperscript{146} In one case, the FISC held that:

“The question . . . is whether the reasoning of the special needs cases applies by analogy to justify a foreign intelligence exception to the warrant requirement . . . Applying principles derived from the special needs cases, we conclude that this type of foreign intelligence surveillance possesses characteristics that qualify it for such an exception.”\textsuperscript{147}

While controversial, this decision demonstrates the proclivity of judges to recognize the rationale of an administrative search in cyberspace.

The “special needs” exception has also been used to deploy body scanners at airports.\textsuperscript{148} When passing through a body scanner, the human body is presented as an instrumental container of contraband or explosives.\textsuperscript{149} If passengers were required to parade naked under the gaze of a TSA officer, they would no doubt experience an invasion of privacy. The scan is therefore structured both technologically and operationally to avert any direct interaction between an officer and an undressed human body. Tirosh and Birnhack explain:

Technologically, the scanners blur faces, and now use only a generic outline of a human body. Operationally, the agent reviewing the image sits in a remote location and does not see the passenger . . . Discursively, the language that is applied to describe scanning presents it as an automatic, anonymized, universal, neutral, routine, [145. United States v. $124,570 U.S. Currency, 873 F.2d 1240, 1246 (9th Cir. 1989).]
[147. In re Directives Pursuant to Section 105B of the Foreign Intelligence Surveillance Act, 551 F.3d 1004, 1011–1012 (FISA Ct. Rev. 2008); Cassidy v. Chertoff, 471 F.3d 67, 82 (2d Cir. 2006).]
In short, the officer is blind to the human body under scrutiny and instead focuses only on any illicit material carried by the passenger.\textsuperscript{151} Similarly, in the cybersecurity context, the monitoring machine would ignore the content of a communication, focusing only on any signature of cyber attack.

For this approach to work, Chinese walls must be erected between communication monitoring for cybersecurity and law enforcement or foreign intelligence purposes. “The Supreme Court has repeatedly emphasized the importance of keeping criminal investigatory motives from coloring administrative searches.”\textsuperscript{152} Although the FISC stated that “[a] surveillance with a foreign intelligence purpose often will have some ancillary criminal-law purpose,”\textsuperscript{153} the diffusion of data gleaned through cybersecurity monitoring into the criminal system would undercut constitutional protections and criminal procedure law. Such a separation of objectives will no doubt raise challenging dilemmas: should information parsed through cybersecurity monitoring be used to apprehend and indict terrorists or child pornographers? Should it be used to defuse a “ticking bomb” threat? Such questions exceed the scope of this Essay. Suffice it to say, that any repurposing of data would undermine the legitimacy of cybersecurity operations.

2. The Contraband-specific Doctrine

Like the special needs doctrine, the contraband-specific doctrine has developed in Supreme Court rulings concerning dog sniff searches by the police. In Illinois \emph{v. Caballes}, the Court held that a narcotics-sniffing dog search conducted during a routine traffic stop did not violate the Fourth Amendment, given that the search “reveals no information other than the location of a substance that no individual has any right to possess”.\textsuperscript{154} Similarly, in \emph{Place}, the Court held that a police dog sniff is a \textit{sui generis} search since “[there is] no other investigative technique that is so limited both in the manner in which the information is obtained and in the content of the information revealed by the procedure.”\textsuperscript{155} With a dog sniff, the police do not violate passengers’ privacy by digging through their personal belongings; instead they conduct an external review to

\textsuperscript{150} Id. at 1269.
\textsuperscript{151} Id.
\textsuperscript{152} Camara \emph{v. Municipal Court}, 387 U.S. 523 (1967).
\textsuperscript{153} In re Sealed Case, 310 F.3d 717, 743 (FISA Ct. Rev. 2002).
\textsuperscript{155} United States \emph{v. Place}, 462 U.S. 696 (1983).
detect just the “presence or absence of narcotics.”

Indeed, a contraband-specific focused search is more protective of privacy than potential alternatives. As mentioned above, the Supreme Court has described a canine sniff as “unobtrusive,” as compared to an officer digging through luggage, on the theory that “the manner in which information is obtained through this investigative technique is much less intrusive than a typical search.”

A similar analysis can apply to a cybersecurity scan of communication contents. Such contents are of course private and may be highly sensitive, like the content of a passenger’s luggage, which could include medication, underwear, intimate items, pornographic materials, legal documentation, etc. But just as the narcotics sniffing dog flags only suspicious items, so does the mechanical sniffer scrutinize only communications susceptible to cybersecurity threats. Indeed, the algorithmic scanning of massive amounts of communications can forestall more intrusive monitoring techniques, which entail a deep dive into the contents of a suspect’s communications.

It is important to note that automated monitoring is laden with a persistent risk of false positives, that is, the flagging of an innocent communication as suspect and subjecting it to additional scrutiny. Individuals who are party to such communications will no doubt experience an invasion of privacy, as human analysts will eventually closely review their case. Any system calibrated to prevent false negatives will inevitably produce false positives. To address the privacy problems that arise in such cases, robust mechanisms of privacy by design are required.

Despite this risk, such false positives should not be assessed in a vacuum. Given the nature of cybersecurity and national security risks, it is not that no privacy intrusions would take place absent a program for communications monitoring. Rather, the government would have to come up with alternative systems to protect critical infrastructure and national security and apply different, perhaps more intrusive, tools. As explained in the Supreme Court’s Place and Jacobson decisions, the intrusiveness of a system should be assessed against other mechanisms for search. For example, if body scanners are removed from airports in the name of privacy, civil liberty advocates could conceivably score a Pyrrhic victory, with more intrusive security measures introduced instead.

156. Id. at 707.
C. Privacy by Design

Privacy by design has become a catchphrase in privacy policymaking that means different things to different people. Initially coined by Ontario Privacy Commissioner Ann Cavoukian,159 it has been endorsed by policymakers in the United States,160 the European Union161 and OECD.162 This essay proposes several parameters for analysis of the privacy impact of a communications monitoring program. By minimizing the privacy impact of a monitoring program along each of these parameters, policymakers can embed privacy in the program’s design. The parameters are categorized into three groups: organizational parameters, demarcating the scope and nature of a monitoring program; technological parameters, such as data anonymization, retention limits and persistent audit logs; and legal parameters, such as oversight by the judicial and legislative branches, appointment of a chief privacy officer and sanctions for violations.

1. Organizational Parameters

Who Monitors?

A cybersecurity system that is managed by the private sector will raise fewer privacy concerns than one overseen by the government. The monopoly that the state holds over legitimate use of force163 creates a qualitative difference between power allocated to the government and to the private sector. If worse come to worst, all that Google can do to a user is target him or her with bothersome ads, whereas the government can take away a citizen’s liberty or, in some cases, life.164 Similarly, a system deployed by the government will generate fewer privacy

160. FED. TRADE COMM’N, supra note 97, at 22–34.
164. PCLOB REPORT, supra note 33, at 12 (“With its powers of compulsion and criminal prosecution, the government poses unique threats to privacy when it collects data on its own citizens”).
concerns if managed by a civilian agency rather than a military, intelligence, or national security agency. This results from the lack of transparency inherent in the operation of national security agencies as well as the fear of creating omnipotent data-rich government departments such as the East German Stasi.

A disposition to take mass surveillance out of the hands of government is evident in the Review Group’s recommendation that “legislation should be enacted that terminates the storage of bulk telephony meta-data by the government under section 215, and transitions as soon as reasonably possible to a system in which such meta-data is held instead either by private providers or by a private third party.”165 This recommendation, as opposed to some of the others made by the Review Group, was adopted by President Obama in his speech about the NSA revelations: “I am therefore ordering a transition that will end the Section 215 bulk metadata program as it currently exists, and establish a mechanism that preserves the capabilities we need without the government holding this bulk meta-data.”166 Some commentators argue that the private sector is not only less risk-prone than the government but also better placed to address cybersecurity risks given its agility and diverse knowledge base.167 Others fear that private sector entities are ill equipped to securely manage such rich and sensitive databases, and would be tempted to use the information they store for various business purposes.168 They posit that in some cases, it may be safer to keep the data in the government’s hands.169

165. REVIEW GROUP, supra note 33, Recommendation 5, at p. 25.
167. See Dempsey, supra note 128 (“In my view, the private sector is both more agile and more knowledgeable in key respects about its systems than the federal government could ever be. To the extent that the federal government has some specialized knowledge that would be helpful to the private sector, the goal of policy should be to transfer that knowledge to the private sector in a way that is both secure and useful. Leaving the main responsibility for protecting private sector networks in the hands of the private sector will not only be most effective from a security standpoint, but it will also have significant civil liberties benefits as well.”).
169. Id. (concluding: “If the corporations are storing the data already—for some business purpose—then the answer is easy: Only they should store it. If the corporations are not already storing the data, then—on balance—it’s safer for the NSA to store the data. And in many cases, the right answer is for no one to store the data. It should be deleted because keeping it
Monitor Whom?

Not only the identity of the entity doing the monitoring but also the scope of the monitored systems is an important parameter from a privacy standpoint. A monitoring program that only protects government assets is far less sensitive than one that extends to the private sector. Other options include monitoring programs that apply to government assets as well as to privately owned critical infrastructure, such as utilities and telecommunication systems, or private sector businesses that voluntarily choose to collaborate with the government. In its privacy impact assessment of the Einstein 3 system, the Department of Homeland Security (DHS) explains the expanding scope of the Einstein programs:

In brief, EINSTEIN 1 analyzes network flow records and EINSTEIN 2 detects and alerts to known or suspected cyber threats using Intrusion Detection Systems (IDS) technology. EINSTEIN 2’s network IDS technology uses custom signatures, based upon known or suspected cyber threats within federal network traffic. [Einstein 3] supplements EINSTEIN 2 by adding additional intrusion prevention capabilities and enabling ISPs, under the direction of DHS, to detect and block known or suspected cyber threats using indicators.

Notably, the DHS states that the legal basis for deploying Einstein in its various iterations is consent, not only of government personnel but also of relevant third parties, since “[o]nce an individual decides to communicate with a participating agency electronically, the network traffic is subject to computer security efforts of CS&C, including in this case E³A, in addition to any individual computer security programs the agency might have in place.”

2. Technological Parameters

De-identification and Limited Retention

Anonymization, or de-identification, the removal or masking of personal data from a dataset, remains one of the most useful privacy enhancing mechanisms. Over the past few years, technology and

171. Einstein PIA, supra note 129.
172. Id. at 19.
policy experts have engaged in bitter arguments about the robustness of de-identification in light of escalating re-identification attacks. Regardless of the outcome of this ongoing debate, few would argue that de-identification does not at least mitigate privacy risk. De-identification has been advocated in a host of privacy policy documents in the commercial sector, including by the White House and the FTC.

In addition to de-identification, the administrators of monitoring programs should implement data minimization and limit data retention periods. Indeed, monitoring data on the fly without any data retention or retention for limited time periods such as milliseconds required to conduct computational analysis would greatly reduce privacy risks. In its privacy impact assessment of Einstein 3, the DHS alludes to de-identification and data minimization, noting that “CS&C Standard Operating Procedures [SOPs] and information handling guidelines require CS&C cybersecurity analysts to minimize (i.e., overwrite, redact, or replace) personally identifiable information [PII] data that is not necessary to understand the cyber threat.”

One of the recommendations of the Review Group, although aspirational, advocates data analysis on the fly without any retention:

It might reduce budgetary costs and political risk if technical collection agencies could make use of artificial intelligence software that could be launched onto networks and would be able to determine in real time what precise information packets should be collected. Such smart software would be making the sorting decision online, as distinguished from the current situation in which vast amounts of data are swept up and the sorting is done after it has been copied on to
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177. FED. TRADE COMM’N, supra note 97, at iv (“data is not “reasonably linkable” to the extent that a company: (1) takes reasonable measures to ensure that the data is de-identified; (2) publicly commits not to try to re-identify the data; and (3) contractually prohibits downstream recipients from trying to re-identify the data.”)

data storages systems.\textsuperscript{179}

At the same time, de-identification and limited retention are inhibited by the realization that engaging cybersecurity risks may require analysts to re-identify personal data in order to reach suspects of attacks. In addition, technical experts may argue that analysis of immense amounts of communications data in real time is not technologically feasible absent some period of data retention.

\textit{Audit Logs}

An additional technology, which mitigates potential abuses of monitoring programs, is immutable audit logs. A Markle Foundation task force examining information sharing in the digital age noted, “[t]he ability to maintain tamper-resistant logs of user activity on the network can increase security, build trust among users, ensure compliance with relevant policies and guidelines, and improve transparency and the ability to perform oversight by appropriate stakeholders outside the system.”\textsuperscript{180} Audit logs can record everything from login attempts to specific user search queries to user views of individual records. They help operationalize concepts of accountability and ensure compliance with the law and applicable policies.

3. Legal Parameters

\textit{Oversight Mechanisms}

As has become abundantly clear from the maelstrom surrounding NSA surveillance, sound legal safeguards and processes are vital to temper abuse of government power. Robust oversight processes, not only internal within an intelligence organization or integral to the executive branch (e.g., the Attorney General) but also by the legislature and judiciary, must be put in place to curb mass surveillance. The Review Group devoted many of its recommendations to putting in place such processes, including oversight by senior intelligence officials\textsuperscript{181} and

\textsuperscript{179} See, e.g., REVIEW GROUP, supra note 33, Recommendation 20, at 173.


\textsuperscript{181} See, e.g., REVIEW GROUP, supra note 33, Recommendation 18 (the Director of National Intelligence to establish a mechanism to monitor the collection and dissemination activities of the Intelligence Community to ensure they are consistent with the determinations of senior policymakers); Recommendation 24 (separating the role of the head of the military unit, US Cyber Command, and the Director of the National Security Agency); Recommendation 25 (spinning off the NSA’s Information Assurance Directorate to become a
newly created organizational structures,\textsuperscript{182} as well as by the President,\textsuperscript{183} Congress,\textsuperscript{184} the courts,\textsuperscript{185} and the public at large.\textsuperscript{186} Of particular importance is making information available to the general public, to avert the eerie specter of a Kafkaesque bureaucracy operating in the shadows and pursuing an opaque agenda.\textsuperscript{187} In his NSA Speech, the President accepted the Review Group’s recommendation to require a judicial order prior to any individual query on the government’s communication database, stating “I have directed the Attorney General to work with the Foreign Intelligence Surveillance Court so that during this transition period, the database can be queried only after a judicial finding, or in a true emergency.\textsuperscript{188}

One complication with fully automated monitoring processes is finding the right juncture at which judicial oversight can interject. Yet automation should not forestall legal safeguards. Whenever an automated process zooms in to focus on an individual suspect, due process concerns arise. In addition, an automated process will inevitably produce false

\textsuperscript{182} See, e.g., id., Recommendation 26 (the creation of a privacy and civil liberties policy official located both in the National Security Staff and the Office of Management and Budget); Recommendation 27 (strengthening the Privacy and Civil Liberties Oversight Board and authorizing it to receive whistle-blower complaints from employees of the intelligence agencies); Recommendation 28 (create the position of Public Interest Advocate to represent privacy and civil liberties interests before the FISC).

\textsuperscript{183} See, e.g., id., Recommendation 16 (the President to create a new process requiring high-level approval of all sensitive intelligence requirements and the methods the Intelligence Community will use to meet them).

\textsuperscript{184} See, e.g., id., Recommendation 7, 18 (regular reports to Congress on use of electronic surveillance programs); Recommendation 22 (the Director of the National Security Agency to be a Senate-confirmed position, possibly held by a civilian.)

\textsuperscript{185} See, e.g., id., Recommendation 1 (“We believe that, as a matter of sound public policy, it is advisable for a neutral and detached judge, rather than a government investigator engaged in the ‘competitive enterprise’ of ferreting out suspected terrorists, to make the critical determination whether the government has reasonable grounds for intruding upon the legitimate privacy interests of any particular individual or organization” – at p. 88); Recommendation 2 (judicial authorization for issuance of National Security Letters); Recommendation 8 (judicial authorization required for non-disclosure orders); see also PCLOB REPORT, supra note 33, Recommendation 2 at 17.

\textsuperscript{186} See, e.g., id., Recommendations 9, 10 (public disclose by companies of general information about the number of orders they received, the categories of information they produced, and the number of users impacted); Recommendation 28 (enhanced transparency of FISC decisions); see also PCLOB REPORT, supra note 33, at 15 (stating “The Board believes that the government must take the initiative and formulate long-term solutions that promote greater transparency for government surveillance policies more generally, in order to inform public debate on technology, national security, and civil liberties going beyond the current controversy.”).


\textsuperscript{188} NSA Speech, supra note 166.
positives requiring individual protections under the law. This means that whenever an individual suspect is singled out for further investigation, legal process must be triggered.

**Accountability**

In addition to mechanisms of legal oversight, monitoring programs require the creation of operational accountability processes within intelligence and national security agencies. Accountability was one of the original fair information practice principles, first iterated by the 1980 OECD Privacy Guidelines. Accountability has gained traction in recent years as a practically oriented requirement to operationalize privacy policies. Accountability measures include the appointment of a Chief Privacy Officer, who is charged with overseeing a privacy program and coordinating with employees embedded in different parts of an organization. Indeed, as a result of the Snowden fallout, the NSA has recently appointed its first ever Chief Privacy Officer, herself a former Deputy Chief Privacy Officer at the DHS, one of the government’s pioneering privacy programs. Additional measures include conducting privacy impact assessments prior to the implementation of new systems or programs, and imposing individual liability, including potential fines and penalties, for violation of organizational privacy rules.

**CONCLUSION**

This essay proposes new parameters for surveillance regulation based on an analysis of privacy harm that is grounded in the current state of play of information technologies. It explores new concepts such as *strictly automated processing* and *content as a container for metadata*. It suggests that the measurement of privacy harm must transcend traditional legal categories and instead focus on factors such as the identity of the entity performing the monitoring or retention of information (e.g., military intelligence, civilian agency, private sector); the protected zone (e.g., military assets, critical infrastructure, private
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sector); the purposes of monitoring (e.g., foreign intelligence, law enforcement, cybersecurity); the degree of automation (e.g., the calibration of acceptable levels of false positives or negatives); the retention periods (e.g., real time interception, very short term retention, medium or long term retention); and deployment of mechanisms of privacy by design including organizational, technological and legal measures.